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PREFACE

The U.S. Department of Transportation (DOT) aeronautical test program entitled
“Air Traffic Control Experimentation and Evaluation Using the NASA ATS-6 Satellite” was
part of the Integrated ATS-6 L-Band Experiment. The overall ATS-6 L-band experiment
was coordinated by the NASA/Goddard Space Flight Center (GSFC) and was international
in scope. The following agencies were participants in the experiment:

NASA/Goddard Space Flight Center (NASA/GSFCQC)
DOT/Federal Aviation Administration (DOT/FAA)
DOT/Transportation Systems Center (DOT/TSC)
DOT/U.S. Coast Guard (DOT/USCG)
. DOC/Maritime Administration (DOC/MarAd)
European Space Agency (ESA)
Canadian Ministry of Transport and Department of Communications,

Each participant performed tests in one or more of three categories: aeronautical, maritime
safety, and maritime fleet operations. All tests were conducted in accordance with an over-
all integrated test plan coordinated by NASA/GSFC.

The U.S. DOT Aeronautical test program was under the direction and sponsorship of the
Federal Aviation Administration, Systems Research and Development Service (SRDS), Satellite
Branch, with the DOT/TSC conducting the technology tests and the FAA/NAFEC conducting the ATC
demonstration tests. The technology tests included multipath channel characterization, modem evalua-
tion, and aircraft antenna evaluation. Results of these tests are presented in volumes III through VII,
and the results of the ATC demonstration tests are presented in volume II. The DOT/TSC test program
was supported by the Boeing Commercial Airplane Company under contract DOT-TSC-707. Mr. R. G.
Bland was the TSC Project Engineer and Contract Technical Monitor,

This volume describes the multipath channel characterization test. All work was
performed under contract DOT-TSC-707. Sections 5.4.6, 6.5, and most of 5.5, as well as
appendix C, were prepared by CNR, Inc., under subcontract to the Boeing Commercial
Airplane Company.
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1. INTRODUCTION

The US aeronautical technology tests were conducted by the U.S. Department of Transporta-
tion/Transportation Systems Center (DOT/TSC) as part of the Integrated L-Band Experiment (ref. 1-1).
The overall objective of these tests was to provide data for the evaluation of advanced system concepts
and hardware applicable to the design of future satellite-based air traffic control systems.

Three types of aeronautical technology tests were conducted by DOT/TSC:

a.  Multipath Channel Characterization: Pseudo-noise (PN) code modulated signals were
transmitted from the KC-135 using several different antennas and various polarizations.
After relay by ATS-6, the signals were received at Rosman, processed by the multipath
satellite aeronautical channel prober (SACP) equipment, recorded, and later analyzed to
obtain a characterization of the multipath channel.

b.  Modem Evaluation: Several voice, digital data, ranging, and hybrid voice/data modems
were tested using signals transmitted from Rosman through ATS-6 to the aircraft. Modem
demodulator outputs were recorded onboard the aircraft and analyzed to determine per-
formance for various carrier-to-noise density (C/No) and signal-to-multipath interference
(S/1) ratios. Modem evaluation tests are described in volume VL.

c. Antenna Evaluation: A cw signal radiated by Rosman through ATS-6 was received by the
various aircraft antennas under test. Data was recorded and analyzed to evaluate antenna
gain and multipath rejection as a function of geometry. The antenna evaluation tests are
described in volume VII.

This volume describes the multipath tests. Section 2 summarizes the results and conclusions.
Section 3 describes the test implementation, and section 4 provides a summary description of the more
important data analysis procedures (a detailed description is given in vol. IV). Section 5 provides
experimental results for the overocean multipath tests and compares them with theoretical prediction.
Section 6 describes the physical optics scatter model used to predict the overocean multipath channel
characteristics. Section 7 describes results obtained for CONUS multipath tests.
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2. SUMMARY OF RESULTS AND CONCLUSIONS

Mobile communication systems such as those used by aircraft are subject to multipath inter-
ference due to signal reflections from the earth’s surface. The degree of system performance degrada-
tion caused by such interference depends on many factors, including (1) electromagnetic and roughness
parameters of the scattering surface; (2) relative geometry of the aircraft, satellite, and scattering
surface; (3) aircraft antenna pattern and signal polarization; and (4) type of message and modulation
signal design. The overall test objective was to characterize the multipath sufficiently to provide the
technical basis for design of both the signal structure and the hardware for aeronautical satellite
communication applications.

A test signal for probing the multipath channel was formed by PSK modulation of three pseudo-
noise (PN) codes on separate but frequency-coherent L-band carriers. The three PN codes had different
code delays but were otherwise identical. Typically, chip rates of 5 or 10 MHz were used. The test
signals were transmitted from the KC-135 using selected aircraft antennas and signal polarizations. After
relay by ATS-6, the signals received at the ground station were processed by the satellite aeronautical
channel prober (SACP) hardware and were recorded for off-line computer analysis. Overocean multi-
path data was acquired for satellite elevation angles between 3° and 32°. Overland multipath tests were
conducted for various terrain types for both summer and winter conditions. Analysis of these data has
concentrated primarily on determining the channel’s delay-Doppler scatter function and its associated
integral and Fourier parameters. In addition, for the oceanic multipath channel, a scatter model was
validated, the spatial filtering effect of the prober antenna was isolated, and selected data sequences
were processed to determine time-domain statistics and cross-power spectra.

2.1 OCEANIC MULTIPATH TEST

A major portion of the oceanic multipath analysis effort was directed toward verification of an
appropriate scatter model that could extend the experimental results to the prediction of performance
for future aeronautical satellite systems. Toward this end, a vector formulation of the widely accepted
physical optics very-rough-surface scatter model has been used to correlate theory with experiment. In
applying the model, the scatter cross section, coupled with complex polarization transmission coeffic-
ients, was numerically integrated over the total effective multipath surface. Model predictions were
generated for a variety of surface rms slope conditions and were shown to closely emulate the measured
multipath channel characteristics. These predictions and the corresponding comparisons were conducted
at the level of the delay-Doppler scatter function and its associated lower order integral and Fourier
parameters.



The delay-Doppler scatter function, S(r,w), was found to have quite pronounced dependencies
upon grazing angle, aircraft heading, and rms sea slope. Sea-slope dependencies were investigated
mainly through use of model predictions. These predictions were based on an isotropic slope distribu-
tion possessing a Gaussian form. Sea-slope distributions used in model predictions were verified by
sea-state buoy measurement data. With the exception of the absolute level of its power spectral density,
S(7,w) is only mildly dependent upon the electromagnetic polarization (horizontal, vertical, or circular)
of the incident probing signal. This is particularly the case for the high-angle data, whereas at the lower
grazing angles the effect of the vertical polarization reflection coefficient’s spatial variation is in
evidence. The sea-surface slope strongly influences the dispersion in both the delay and Doppler
coordinates. More specifically, an increase in rms slope results in both increased delay dispersion and
Doppler dispersion. The distribution of energy in the Doppler coordinate is also a strong function of
grazing angle and aircraft heading. As the flight direction departs from the cross-plane direction, the
energy distribution in the Doppler realm is no longer symmetrical with respect to the specular-point
frequency. This asymmetry increases as the flight direction approaches the in-plane condition and
results in the negative-frequency realm of S(7,w) being significantly more spread than the positive-

1 Elevation angle effects are primarily related to the Doppler frequency; for a
decrease in elevation angle, the dispersion in the Doppler coordinate also decreases, while the asym-
metry of the in-plane S(7,w) function increases. Hence, S(7,w) has maximum asymmetry for a
combination of low-grazing-angle, high-sea-surface slope, and in-plane flight geometry.

frequency region.

When S(7,w) is reduced to lower order parameters via integral and Fourier transform operations,
its properties are generally more self-evident. Using these techniques, the channel’s delay spectra,
Doppler spectra, frequency autocorrelation function, and time autocorrelation function have been
derived. The observed delay spectra exhibit the expected monotonic decay as a function of tap
number, with the specular-point tap possessing the maximum density. The delay-spectra data showed
no significant dependence upon grazing angle or flight direction. Model emulations show that the
dispersion of the delay spectrum increases substantially for an increase in surface slope. The Doppler
spectrum measurements exhibited a Gaussian-like distribution associated with the cross-plane flight
conditions and a very asymmetrical “ramp-like” relationship for the in-plane direction. For a decrease
in grazing angle, the variance of the cross-plane Gaussian Doppler spectrum decreases whereas the ramp
slope of the in-plane distribution increases, with the spectrum possessing an abrupt upper frequency
limit. Again, model emulation shows that an increase in sea slope results in an increase in the disper-
sion of the Doppler spectrum. The frequency autocorrelation function and the delay spectra are a
Fourier transform pair; similarly, the time autocorrelation function and the Doppler spectra are

IThe frequency realm corresponding to scatter from the region on the “subaircraft” side of the
specular point will exhibit the larger spread. For these tests, the in-plane flights were toward the
satellite, and hence the negative-frequency realm shows the larger spread. For in-plane flights
away from the satellite, the positive-frequency realm would have the larger spread.
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another Fourier transform pair. Thus the time autocorrelation and frequency autocorrelation
function dependencies upon grazing angle, flight direction, and sea slope are extensions from the
above discussion (i.e., an increase in spread of a function results in a decrease in spread of its
Fourier transform). These inverse relationships are clearly visible between the Fourier transform
pair elements calculated from the data. It is of interest to note that, compared with the Doppler
spectrum properties, the shape of the time autocorrelation function is not nearly so dependent upon
aircraft heading. However it is apparent that the in-plane result is somewhat heavier tailed than the
cross-plane result, as expected.

The total energy content of the scattered signal and the spread measures of the above spectra
and autocorrelation functions represent the lowest echelon of channel characterization and were
calculated as a function of polarization and grazing angle. Horizontal and vertical polarization total
scatter coefficients were found to be within 1 or 2 dB of results predicted by the physical optics
vector scatter model. The experimental scatter coefficient dependency upon sea slope was not deter-
mined explicitly because sea-slope measurements were not available for the exact times and locations
of the multipath tests. The model predictions, however, indicated that the scatter coefficient
magnitudes, for grazing angles above 10°, were only weakly dependent upon sea-surface slope. With
the exception of the low-angle vertical polarization data, the scatter coefficients are roughly equivalent
to the product of the divergence factor and Fresnel smooth-earth reflection coefficient. The low-
angle vertical results are some 3 to 5 dB above this relationship; this is not unexpected and may be
explained by the concept of “Brewster angle fill-in,” which is discussed in more detail in section 5.2.6.

Channel spread measures were presented as a function of grazing angle. No appreciable grazing
angle dependence was apparent for the delay spread data. Average delay spreads were almost constant
(less than 20% change) for grazing angles ranging between 10° and 30°. The 3-dB delay spreads
ranged from a low of 0.25 usec to a high of 1.8 usec and had a typical value of 0.8 usec; the 10-dB
delay spreads ranged from 2.2 to 5.6 usec and had an average value of 3.2 usec. Similarly, the 3-dB
coherence bandwidths did not exhibit a strong grazing angle relationship and were observed to vary
over a range from 70 to 380 kHz, with the higher values being associated (very weakly) with the
higher grazing angles. Doppler spreads exhibited a very strong dependence upon both grazing angle
and aircraft heading. For the in-plane geometry condition, very small Doppler spreads are associated
with the low grazing angles: for example, at a grazing angle of 8°, typical 3- and 10-dB spread
measures of 5 and 44 Hz were measured. These results are significantly lower (by a factor of 4 or
more) than those obtained for the cross-plane flight vector and agree with prediction. This phenomenon
does not imply a low sea-surface slope and in fact, as shown by the model predictions, the low-angle
in-plane Doppler spreads may actually decrease for an increase in sea slope. At the high end of the
grazing angle range, the flight direction vector had little influence on Doppler spread. For example, at

30°, the 3- and 10-dB Doppler spreads for in-plane flight were 140 and 350 Hz; the corresponding
values for cross-plane flight were only about 30% larger. Measured values of selected oceanic multipath

parameters are summarized in table 2-1.



TABLE 2-1. SUMMARY OF SELECTED MEASURED OCEANIC MULTIPATH PARAMETERS

Typical value at grazing
Parameter Notes Measured range angle specified
8° 15° 30°
RMS scatter coefficient {horizontal polarization) b 5.5 to -0.5dB -2.5dB -1.0dB -1.0dB
RMS scatter coefficient (vertical polarization) a -15.0to -2.6 dB -140dB | -9.0dB -3.5dB
Delay spread b
3-dB value 0.25to 1.8 usec | 0.6 usec | 0.8 usec | 0.8 usec
10-dB value 2.2t0 5.6 u sec 2.8 usec | 3.2 usec | 3.2 pusec
Coherence bandwidth (3-dB value) b |70 to 380 kHz 160 kHz | 200 kHz | 200 kHz
Doppler spread (in-plane geometry) c
3-dB value 410 190 Hz 5 Hz 70 Hz 140 Hz
10-dB value 13 to 360 Hz 44 Hz 180 Hz 350 Hz
Doppler spread (cross-plane geometry) c
3-dB value 79 to 240 Hz 79 Hz* | 110 Hz 190 Hz
10-dB value 180 to 560 Hz 180 Hz* | 280 Hz 470 Hz
Decorrelation time {3-dB value) d 1.3 to 10 msec 7.5 msec | 3.2 msec | 2.2 msec
Notes: *At 10° grazing angle

a, Strong dependence on grazing angle, especially near Brewster angle
b. No strong grazing-angle dependence

c. Strong grazing-angle dependence

d. Strong inverse dependence on grazing angle.

An additional dimension of the interrelationship between the oceanic surface and the complex
vector nature of electromagnetic propagation was investigated by determining the degree of correlation
between the simultaneous vertical and horizontal probes and by separately using right- and left-hand
circular (RHC and LHC) polarization probes. With the exception of the received signal’s absolute
amplitude, the circular polarization data was shown to possess attributes similar to those of the linear
polarization probes. With respect to the total received scattered energy during tests with circularly
polarized (CP) probes, the results illustrate the phenomenon of surface-induced polarization sense
reversal. This is evident since probes transmitted from the aircraft with LHC polarization are received
more favorably at the right-hand circularly polarized satellite than probes transmitted with RHC
polarization. The degree of correlation between the probe’s horizontal and vertical polarizations was
investigated by determining the amplitude of the correlation coefficient between the two signals and
by examining the phase of their complex cross-power spectra. In both cases, results are in accord with
vector scatter theory and indicate that the orthogonal polarization multipath processes are highly
correlated, with the Fresnel reflection coefficients providing the appropriate phase relationship
between the scattered vertical and horizontal probes.
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Investigations were made pertaining to the complex Gaussian wide-sense stationary uncorre-
lated scattering (WSSUS) properties of the oceanic multipath process. After rather extensive testing,
we have statistical bases for support of both the complex Gaussian statistics hypothesis and the assump-
tion that the scatterers are uncorrelated. Also, the channel’s wide-sense stationary characteristics were
examined over a relatively short timespan and appeared to exhibit time-invariant statistical properties.
While this test was by no means comprehensive, it is thought to be representative of expectations in
that the scattering physics are influenced primarily by the surface’s slope probability distribution
function (pdf), which changes in a manner roughly proportional to the square root of the wind
velocity. Thus, one may confidently represent the oceanic channel as a complex Gaussian WSSUS
scatter process. Under these conditions the S(r,w) function completely describes all statistical
attributes of the channel. Since this function and the lower order measures are well duplicated by
the physical optics vector scatter model, the results of this test may be easily extended and applied to
detailed analyses and design of future oceanic L-band systems.

2.2 CONUS MULTIPATH TEST

One of the most obvious characteristics of the overland CONUS scatter data is its high degree
of signal structure nonstationarity. This was readily confirmed through a visual observation of
several delay-spectra time history segments. Similarly, the signature of the channel’s delay-Doppler
scatter function varies markedly with specular-point location and was used to isolate periods of
very low spreading, modest spreading, biased positional scatter, large irregular Doppler spectra return,
and mixed scatter process return. These data were used to delineate the salient features associated
with terrain types falling under the categories of heavy vegetation cover, coastal harbors, large cities,
large lakes and snow-covered plains and mountains.

The above properties of nonstationarity appear to mask out any systematic grazing angle,
flight direction, or polarization dependencies that might exist for the channel’s rms scatter coefficients
and spread parameter measures, Table 2-2 summarizes the observed range and typical values
associated with the unidimensional channel parameters,

Results from analyses of data gathered during the airport environment multipath probe were
presented for test sequences entailing runway taxi, landing, and low-altitude-approach airplane maneuvers.
These probes were carried out via a single crossed-slot, low-gain antenna whose polarization was left-
hand circular, thus providing enhancement of the multipath signal at the expense of the direct signal.
With the airplane moving on the ground, the received signal structure possessed two rather distinct
attributes: (1) fairly large amplitude fluctuations of the energy received in the direct line-of-sight

signal taps were observed (possibly caused by small-delay multipath tomponents) and (2) only very low
levels (at least 20 dB below the direct-path signal) of multipath power were observed for delays greater
than 0.2 usec relative to the direct signal arrival,
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TABLE 2-2. SUMMARY OF MEASURED CONUS MULTIPATH PARAMETERS

Typicala

Parameter Measured range value
RMS scatter coefficient (horizontal polarization) -18 to +2dB -9dB
RMS scatter coefficient (vertical polarization) 21to0-3dB -13dB
Delay spread (3 dB) 0.1 to 1.2 usec 0.3 psec
Delay spread (10-dB) 0.2 to 3.0 usec 1.2 usec
Coherence bandwidth (3 dB) 1560 kHz to 3.0 MHz 600 kHz
Doppler spread (3 dB) 20 to 140 Hz 60 Hz
Doppler spread (10 dB) 40 to 500 Hz 200 Hz
Decorrelation time (3 dB) 1 to 10 msec 4 msec

aGrazing angle dependencies (if any) masked by nonstationarity properties..

For the approach and landing phases of the airport environment test, the data has been used to
identify several fundamental characteristics of the direct and multipath signal components. As expected,
airplane banking maneuvers produce substantial changes in the relative direct and multipath signal
levels. This was illustrated by an example that showed the antenna’s S/I parameter undergoing a change
in excess of 20 dB over a time interval of about 15 sec. With respect to the influence of the aircraft’s
altitude decrease during the descent and landing planes, a corresponding decrease in the differential
time delay and a relatively large positive differential Doppler frequency shift between the direct and
multipath signals were observed. The differential delay is proportional to altitude only, whereas the
differential Doppler depends on angle of approach and aircraft velocity. For the JFK approach at an
altitude of approximately 0.7 km, a 34-Hz differential Doppler was measured. One further observation
relates to the noted tendency for the multipath signal’s delay spread to decrease with a decrease in
altitude. This is in accord with theory, which predicts a delay-spectrum dispersion proportional to the
altitude of the airplane.

The CONUS multipath test results provide an extensive data base relative to the overland
forward-scatter multipath channel. The data base yields valuable information pertaining to scatter
signatures associated with a variety of terrain features, such as electrical characteristics, macroscopic
roughness (plains, mountains, etc.), and vegetation cover.
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3. MULTIPATH TEST DESCRIPTION

Multipath channel characterization tests were conducted both overocean and overland (CONUS).
This section describes the test objectives, implementation, and data acquisition procedures.

3.1 OBJECTIVES

For mobile communication systems operating in the vicinity of random rough surfaces, the
received electromagnetic signal consists of the superposition of the transmitted direct signal plus
terrain-reflected signal replicas having random amplitudes, time delays, and Doppler shifts. These
multipath effects should be accounted for in the system design of an aeronautical satellite communi-
cation system. Thus the overall test objective was to characterize the multipath sufficiently to allow
confident design of both the signal structure and the hardware for aeronautical satellite communica-
tion applications. Specific objectives were:

a.  Acquisition and analysis of overocean multipath data to obtain a detailed delay-Doppler
characterization of the oceanic multipath channel for various satellite/aircraft geometries,
signal polarizations, and sea states.

b.  Evaluation and verification of an oceanic scatter model.

c.  Acquisition and analysis of overland (CONUS) multipath data to determine the essential
characteristics corresponding to a range of satellite/aircraft geometries, signal polarizations,
and terrain states. Terrain types of interest included mountainous, vegetation-covered,
snow-covered, barren (desert), urban (cities), lakes, and airport environments.

Validation of a laboratory multipath channel simulator using the acquired multipath data has

also been identified as a DOT/TSC goal. Analysis of simulator requirements and processing of multi-
path data for simulator applications are planned future efforts to be conducted by DOT/TSC.

3.2 MULTIPATH TEST IMPLEMENTATION

This section describes the satellite/aircraft link, the multipath test concept, and the instru-
mentation at the aircraft and ground station terminals.



3.2.1 Satellite/Aircraft Link Configuration

During task I of the program, link analyses were performed to evaluate the expected perform-
ance of both the forward (Rosman/ATS-6/aircraft) and return (aircraft/ATS-6/Rosman) link
configurations for multipath data acquisition. These analyses showed that (1) in either case, the
achievable link performance was determined almost entirely by the aircraft/satellite L-band segment,
(2) the vertical polarization case was the most critical probe in the signal-to-noise ratio sense because
of the higher reflection loss at the sea surface, and (3) for the critical vertical-polarization probe, the
return-link configuration (assuming a 100-W aircraft L-band transmitter) offered a signal-to-noise ratio
advantage of approximately 7 dB compared with the forward-link mode. Other advantages of the
return-link configuration were: (1) it resulted in a simpler and more practical aircraft installation
and (2) it provided a convenient means of separating direct path signals and multipath probes using
coded time delays as described in section 3.2.2. As a result, the return-link configuration was selected
for implementing the multipath tests.

The basic RF link configuration used for all U.S. aeronautical technology tests is shown in
figure 3-1. For multipath data acquisition, the test signals were generated onboard the KC-135 air-
craft and were transmitted to the ATS-6 satellite for relay to the NASA/Rosman ground station.
Forward-link transmissions received at the aircraft were used only for test coordination purposes.

The ATS-6 satellite transponder was configured for L-C, C-L frequency translation and
normally operated in the coherent mode. The uplink reference carrier needed for coherent mode
operation was usually transmitted from the NASA/Mojave ground station. This mode of operation
referenced the frequency-conversion operation of the satellite transponder to a stable ground-based
frequency standard, thus eliminating downlink frequency uncertainty and drift associated with the
satellite internal master oscillator.

The ATS-6 L-band antenna was used in the fan-beam mode for all oceanic multipath tests.
For CONUS tests, the pencil beam was used for several of the test legs flown.

3.2.2 Satellite Aeronautical Channel Prober Test Concept

A block diagram illustrating the satellite aeronautical channel prober (SACP) test concept is
shown in figure 3-2. Three pseudo-noise (PN) sequences having different time delays but otherwise
identical were generated by the SACP modulator. The values of D 1 @and Dy were selected to allow
separation of the three signals by correlation techniques at the SACP receiver. These PN codes were
PSK modulated onto RF carriers and were transmitted from the aircraft as the multipath channel
test signals. One of these signals was transmitted directly to the satellite for relay to the ground
station, where it was used as a reference signal. The other two signals served as the multipath channel
probes and were usually transmitted by downward-looking antennas that had selectable pointing and
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polarization. The three transmitted RF carriers were derived from a common frequency source and
hence were coherent. Although constant RF phase differences might have been present due to path
length differences in transmitters, these differences were of no consequence for most of the subsequent
data analysis.1

At the ground station, the direct path tracker of the SACP demodulator utilized coherent
demodulation to track the carrier phase and PN code received over the direct path. These were used
as delay and Doppler references for the 112 complex cross-correlators that processed the received
reflected signals. The multipath channel measurements consisted of 112 complex cross-correlation
operations between a locally generated PN sequence and the probing signal received over the link.
The resultant measurement corresponded to the sampled impulse response of the channel.

The SACP prober hardware was furnished by Stein Associates, Inc.2 Principal design features
are given in table 3-1. A more detailed discussion is available in reference 3-1 and in appendix C of
this volume.

3.2.3 Terminal Instrumentation

3231 KC-135 Aircraft Terminal — A functional block diagram for the multipath test is shown in
figure 3-3. The SACP modulator generated three PN-PSK 70-MHz IF signals that were identical
except for preset time delays between the PN codes. The triple up-converter coherently translated
the three signals to 1650 MHz to drive the three multipath transmitters. Each transmitter was connected
to a selected L-band antenna. The reference signal (with code delay, T,) was transmitted directly to
ATS-6 via the quad-helix antenna. The other two PN-PSK signals (with code delays D and D2)
drive the horizontal and vertical polarization arrays of the selected multipath antenna — usually the
forward multipath antenna. Alternately, a single transmitter could be used with the LWSD/RWSD/
TOP slot-dipole system, with the crossed-slot (XLT) antenna, or with the FMP antenna operating in
one of its circular polarization modes. Airborne system parameters were recorded on computer-
compatible 800-bpi seven-track tape (six bits plus parity) using a Kennedy 8707 recorder. Three

HP 435A power meters used in conjunction with directional couplers allowed the RF power output
of each channel to be monitored and recorded. Other recorded parameters included IRIG-B time
code, SACP modulator code length and chip rate, selected multipath antenna and polarization mode,

1 The transmitted RF phase differences and the effects of the ATS-6 antenna are of significance for
portions of the horizontal/vertical polarization cross-correlation analysis. A first-order treatment of
these effects is included in the appropriate data analysis sections of this report.

2gtein Associates, Inc., “Instruction Manual for the Satellite Aeronautical Channel Prober: Volume 1,
System Description and Operation,” contract DOT-TSC-634, June 1974,
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internal power monitors of each multipath transmitter, aircraft heading, pitch, roll, altitude, and INS
groundspeed. Details of the recording format are given in volume IV.

Nominal RF power outputs of 20 W were used for the direct path and horizontally polarized
indirect path, while a 100-W transmitter was used for the vertically polarized indirect path or whenever
an operational-type antenna was used. These levels, based on the Task I link analyses, were designed to
provide adequate signal-to-noise ratio at the SACP demodulator while not exceeding a signal-to-noise
ratio of -15 dB in the ATS-6 satellite 40-MHz IF bandwidth. This latter constraint was necessary to
ensure that multipath test signals would be processed linearly by the ATS-6 limiting transponder.
Other L-band participants such as MarAd, who used the ATS-6 L-band return link concurrently, also

TABLE 3-1. SATELLITE AERONAUTICAL CHANNEL PROBER (SACP)
SYSTEM FEATURES

SACP Transmission Subsystem

Modulator
Probing rate (selectable) 0.5, 1.0, 1.25,2.5,5.0, 10 Mbps
Modulation 190° pseudo-random PSK
PN sequence length (selectable) 1023, 511, 255
IF frequency 70 MHz
Power output (into 76 ohms) 0dBm

SACP Receive Subsystem

Demodulator

IF interface frequency 70 MHz

Video PN rates (selectable) 0.5, 1.0, 1.25, 2.5, 5.0, 10.0 Mbps
Number of multipath complex demodulator taps 112

Output multipath tap low-pass filter bandwidths

(1 dB) (selectable) 37.5, 75, 150, 300, and 600 Hz
Output tap dynamic range 40 dB

Number of direct path complex demodulator
taps and filter characteristics 6 at 20 Hz {3 dB)

Real-Time Display

Display method Standard oscilioscope

Parameter displayed Average power at each complex demodulator output

Number of outputs displayed across scope face All complex demodulator taps {10-tap selectable
zoom)

Averaging time 1/16,1/4,1, 4 sec

Input dynamic range 40 dB

Input bandwidth 600 Hz (3 dB)




subjected their transmissions to the same constraint (X -15 dB S/N at the satellite IF point). In
addition, frequency assignments were such that co-channel and adjacent-channel interference either
did not occur or was held to an acceptably low level.

3.2.3.2 Rosman Ground Station — The return-link signal was received from ATS-6 via the 85-ft
antenna and C-band receiver. This signal was down-translated to the 70-MHz IF and was routed to
the SACP receiver where it was demodulated, processed, and formatted along with time code for
recording on wideband analog tape.

The TSC Ampex FR-1900 and the Rosman station Ampex FR-2000 tape recorders were used
to direct record the multiplexed output of the SACP receiver system on seven-track, 1/2-in. analog
tape. Recording speeds of 120 ips were used for both oceanic and CONUS data acquisition. For
oceanic tests, 7200-ft tapes were normally used to provide uninterrupted recording for a period of
12 min. For CONUS tests, 9600-ft tapes provided uninterrupted recording for 16 min. Data tracks
recorded included two multiplexed SACP receiver output data streams (recorded in duplicate for
redundancy, thus occupying four tracks), IRIG-A time code, IRIG-B time code, and a bit-synchroniza-
tion signal. Details of the multiplexed SACP receiver output format are given in volume IV.

3.2.4 KC-135 L-Band Antennas

The approximate locations of the L-band antennas used on the KC-135 test aircraft are shown
in figure 3-4. Major features of these antennas are summarized below. Unless otherwise noted,
antenna polarization is right-hand circular.

a. Quad-Helix (QH) Antenna: This antenna was used for transmission of the direct signal
to ATS-6 during all multipath tests requiring transmission of a separate direct path signal.
The antenna has a conical beam shape approximately 19° in width at the 3-dB points.
The antenna is mechanically steerable to provide coverage throughout the forward
region of the upper hemisphere and provides about 15.5-dB gain toward the satellite for
elevation angles above 15°.

b.  Front Multipath (FMP) Antenna: The FMP was the principal antenna used for trans-
mission of the terrain-reflected signals during both overocean and CONUS multipath
tests. The antenna, located within the nose radome, employs a two-element waveguide
array resulting in 1-dB beamwidths of 20° in azimuth and 50° in elevation. Gain was
approximately 6 dB and polarization was selectable between RHC, LHC, and dual linear
(the horizontal and vertical polarization poits were simultaneously accessible on separate
transmission lines). Details of the polarization switching unit are shown in figure 3-5.
The antenna was mounted on a two-axis positioner, which permitted it to be mechanically
steered anywhere between the horizon and 90° downward in elevation and +80° (to
either left or right) from the aircraft nose in azimuth.
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Figure 3-5. Polarization Switching Unit

c.  Three-Antenna (LWSD/RWSD/TOP) Slot-Dipole System: This system consists of three
flush-mounted antennas. Side coverage is provided by the left (LWSD) and right (RWSD)
side antennas mounted in the upper wing/body (wing-root) fairing areas at station 766.
High elevation angle and fore/aft coverage is provided by a third antenna (TOP) mounted
near the top centerline at station 805. The LWSD and RWSD antennas were used during
overocean multipath test runs involving operational antennas.

d. Crossed-Slot (XLT) Antenna: Also referred to as an orthogonal-mode cavity, this antenna
was installed at station 746 near the top centerline specifically for acquisition of CONUS
multipath data during the February 1975 tests. It was used primarily during approach,
landing, and taxi sequences at selected airports. A limited amount of overocean multi-
path testing was also performed using this antenna. The antenna may be connected for
either LHC or RHC polarization.

Although the following antennas were not used for data acquisition during the multipath test
program, a brief description of each is included for completeness.

a. Side-Mounted Multipath (SMP) Antenna: This antenna, located at station 804 and
waterline 150, has a fixed beam that points approximately 15° below the horizon and
10° aft of broadside. The 3-dB beamwidth is about 20° in elevation and 45° in azimuth,
and peak gain is approximately 13 dB. Polarization is selectable between dual linear,
RHC, or LHC. The polarization switching network is identical to that of the forward
multipath antenna. Because the forward multipath antenna beam shape was more
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desirable and could be steered in both azimuth and elevation, the side multipath antenna
was regarded as a backup for the forward multipath antenna and was therefore not used
for multipath data acquisition.

b.  Right/Left Slot-Dipole (RSD, LSD) Antennas: These antennas were mounted at station
1135 approximately 35° down from the top centerline. Due to the more favorable
location of the LWSD/RWSD/TOP slot dipoles, the RSD/LSD antennas were used
primarily as backups and for auxiliary transmission/reception functions.

¢.  Phased-Array (PHA) Antenna: This antenna was mounted on the right side of the
aircraft at station 420, 41° down from the top centerline. With this location the main
coverage was approximately broadside to the airplane. The beam was fixed in azimuth
and was electronically steerable in elevation in increments of about 10°

d.  Patch(PAT) Antenna: Because of its low power-handling capability, this antenna was
used only for receiving. It was located near the top centerline of the fuselage at station
270 to provide forward ““fill-in” coverage for the RSD/LSD antenna system.

The front multipath antenna and the LWSD/RWSD/TOP slot dipoles were furnished and
installed by Boeing3 for this test program. The phased-array and patch antennas were furnished and
installed specifically for the antenna evaluation tests and were not used during multipath tests. The
side multipath, RSD/LSD slot-dipole, and quad-helix antennas were developed and installed by
Boeing for the earlier FAA ATS-5 tests (ref. 3-2). The crossed-slot antenna was furnished by Boeing
under an earlier contract (ref. 3-3) and was first used by DOT/TSC for their balloon test program.

3.2.5 Sea-State Buoy

Sea-state measurement data was acquired using a wave-following sea-state buoy furnished by
the U.S. Navy USL and deployed from the USCG Cutter Gallatin. Buoy instrumentation included
a magnetic compass, gimballed roll and pitch gyros, and three-axis strap-down accelerometers. The
roll and pitch gyros provided angular information for determination of wave-slope distributions,
while the accelerometer outputs yielded data relative to the spectra characteristics of the ocean
surface. Small-scale undulations (waves of length less than approximately 1 m) were sensed by an
array of 10 wave staffs. During data acquisition, the buoy was tethered to the USCG ship and infor-
mation was conveyed via cable to the ship, where it was recorded on magnetic tape.

3Described in “U.S. Aeronautical L-Band Satellite Technology Test Program — Terminal Design,”
Material submitted under contract DOT-TSC-707, August 1975.



3.3 MULTIPATH TEST GEOMETRIES AND SCENARIOS

Tests were conducted in accordance with a preplanned scenario specified by the test opera-
tions plan. The test operations plan specified the flightpath, test parameters, and schedule of all
essential operations to be performed onboard the aircraft and at the ground station.

3.3.1 O_(ieanic Multipath Tests

A typical oceanic multipath flightpath is shown as the portion between waypoints F and J
in figure 3-6. Tests were 1 hr in duration and consisted of four legs with three test headings: directly
toward the ATS-6 subsatellite, 45° offset, and 90° offset. The reference direct path signals were
always transmitted via the quad-helix antenna. Additional details are given in table 3-2.

TABLE 3-2. TYPICAL OCEANIC MULTIPATH TEST SCENARIO

Test antenna
Heading Relative
Way- relative to time, Direct Polari- Azimuth, Elevation

Leg point ATS-6, deg min antenna Type zation deg deg
1 FG 0 00 to 12 QH FMP H,V 0 -35
12t0 18 TOP RHC - -

2 GH 315 18 to 27 FMP H,V 45 -35
27 to 32 RWSD RHC — —

3 HI 0 3210 38 FMP H,V 0 0
38 to 42 FMP RHC 0 -35

42 10 46 FMP LHC 0 -35

4 1J 90 46 to 55 LWSD RHC — —
55 to 60 QH FMP H,V 270 -35

Additional test parameters:
127 chips, D2 = 490 chips

D4
CR
T

5 MHz, CL = 1023 bits

0.2 D¢ msec, 7o = 0.2 D, usec.

Prior to the start of a data run, the SACP modulator code length (CL), chip rate (CR), and
code delays (D1 and D) were set to the specified values. The two code delays were selected to allow
nonambiguous identification and separation of the three probing signals (direct, H, and V) at the
SACP receiver, taking into account the aircraft altitude and satellite elevation angle for a particular
flight. Code chip rates were typically either 5 or 10 MHz, and the maximum code length of 1023
bits was used for all tests. The nominal aircraft altitude was 30,000 ft for all tests and nominal
groundspeed was 400 kn. For the major portion of each test leg, the multipath channel probes
were transmitted by the forward multipath antenna. The dual-linear polarization mode (simultaneous
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Figure 3-6. Modem/Multipath Antenna Evaluation — Flightpath No. 4



H and V probes) was most frequently used, although data was acquired for RHC and LHC antenna
polarizations on a few selected flight tests. During data acquisition, the forward multipath antenna
was normally pointed toward the subsatellite direction in azimuth and was depressed below the
horizon to illuminate the effective scatter region in the vicinity of the specular point. For a portion
of an in-plane leg (flight directly toward the subsatellite point) on each f{light, the antenna was
pointed at the forward horizon to provide a direct line-of-sight illumination of the satellite. Data
acquired in this manner — termed “up-look mode” — was gathered to provide information relative
to the satellite antenna’s polarization ellipse, as well as calibration data used in the determination

of the sea-surface reflection coefficient magnitude. Usually, a portion of each test leg was devoted to
the acquisition of data while transmitting the probing signal through an operational antenna. For all
cases the candidate operational antenna had high multipath discrimination, with the result that the
received multipath energy in each delay tap was well below the receiver’s noise density.

At Rosman, data was recorded for the last 12 min of each test leg. Recorder turn-on was
timed so that the end of the 7200-ft tape (at 120 ips) would coincide with the end of the test leg.
The first part of each test leg was used for reacquisition of the signal by the SACP receiver following
the aircraft turn and for tape changes on the instrumentation recorder.

3.3.2 CONUS Multipath Tests

CONUS flight tests were either 4 or 4.5 hr in duration. This test time was divided into legs
typically 20 min long. Test headings for the legs alternated between directly toward or 90° offset from
the ATS-6 direction. En route data was usually acquired with the forward multipath antenna operat-
ing in its dual-linear polarization mode. Some testing was performed with an aircraft operational-type
antenna. During the February 1975 tests, the crossed-slot antenna was used to acquire data during
approach, landing, and taxi phases at three airports: Namao (Edmonton, Alberta), O’Hare (Chicago),
and JFK (New York) on three successive days. Selection of code length, code rate, Tl and T5, and
antenna pointing parameters were subject to the same considerations as for oceanic tests.

To enhance the power level of the multipath (reflected) signal received at Rosman, the
ATS-6 L-band antenna was operated in the pencil-beam mode during many of the CONUS tests.
Since the antenna’s 3-dB beamwidth is only 1.5° in the pencil-beam mode, repointing of the space-
craft antenna was usually required once or twice during a 4-hr test. This requirement was easy to
satisfy and was routinely accomplished by NASA/GSFC in only a few minutes. At Rosman, data was
normally recorded for the last 16 min of each 20-min test leg.
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3.4 MULTIPATH DATA ACQUISITION SUMMARY

Overocean technology test flights generally involved a mix of test types. A single flight, for
example, might provide oceanic multipath, antenna evaluation, and several types of modem evaluat-
tion tests. Oceanic multipath test data was acquired on 18 separate flights over a range of satellite
elevation angles between 3° and 32°. Tests were spread over a 7-month period ending April 1975.
Table 3-3 summarizes tests conducted.

Ocean buoys were used by DOT/TSC/USCG to acquire sea-state data on one day in January
1975 and on five days during March/April 1975. During the March/April series, three of the five days
on which sea-state measurement data were acquired corresponded to days on which multipath channel
characterization tests were conducted. The multipath tests and sea-state measurements were not,
however, truly time coincident; typically the times of test conduct differed by several hours for the
two tests in each of the above three cases. Additional sea-state buoy deployments were made for
system calibration purposes during February 1975.

Sea-state data obtained from the overocean tests is presented in section 6.5. Details of the
sea-state data analysis are described in volume 1V, appendix B.

CONUS multipath tests were performed overland over various parts of the U.S. and Canada.
These flights were devoted exclusively to the acquisition of CONUS multipath data. Dedicated ATS-6
spacecraft L-band test time was also required because of the special L-band antenna beam modes and
pointing needed for coverage of the geographic areas of interest. CONUS multipath tests conducted
are summarized in table 3-3.

3.5 KC-135 TERMINAL RF CALIBRATION

3.5.1 Power Monitoring and RF Insertion Loss

To analyze and interpret the multipath data, it was necessary to know the relative RF power
levels at the inputs to the three transmitting antennas (i.e., the direct path antenna and the H and V
polarization ports of the multipath antenna). RF subsystem calibration measurements were there-
fore made to acquire the insertion loss data needed to derive the input RF power levels at the antennas
from the HP 435 A power meter monitor values.

The power monitoring subsystem used for all multipath tests except the March/April 1975
series is given in figure 3-7. All insertion loss values of interest are given. These values allow the RF
power meter readings to be used to calculate (1) the RF power level at any antenna input and (2) the
RF power level at the output port of each transmitter.
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TABLE 3-3. MULTIPATH DATA ACQUISITION SUMMARY

Elevation Test
Date, angle, duration,
mo-day-yr deg hr + min Remarks
A. Oceanic
9-24-74 30 1+00 Nominal
10-24-74 18 to 23 1+00 Nominal
10-28-74 81012 1+00 Nominal
11-14-74 3to 8 1+00 SACP receiver data sign bit inoperative causing all
11-15-74 81to 13 1+00 Doppler data to be of one polarity. S{(7,w) function
11-16-74 3t0 8 1400 could not be calculated. Delay spectra data unaffected.
11-21-74 19 to 23 1400
1-23-75 3to 8 1+00 Partial data acquisition, faulty 100-W PA (30-W TWT
used)
1-27-75 8t0 13 1+00 Nominal
1-28-75 19 to 23 1+20 Aircraft maneuvers due to weather avoidance
1-30-75 3to 8 1+00 Nominal
2-27-75 30 1+20 Nominal
3-25-75 15 0+20 TOP antenna only
3-27-75 10to 15 1+00 FMP antenna fault
3-38-75 3to 8 1400 FMP antenna fault
3-31-75 10 to 15 1+00 Nominal
4-02-75 7 to 11 1+00 Nominal
4-03-75 16 to 21 1+00 Nominal
18 hr Qceanic Test Hours
B. CONUS
9-19-74 30 to 45 4+00 Eastern U.S., nominal
10-30-74 30to 45 4+00 Eastern U.S., nominal
11-02-747 30to 45 4+00 Northwest U.S., 50% of data acquired
2-18-753 16 to 27 4+30 NW Canada to Edmonton, 50% of data acquired, no
useful airport landing data
2-19-753 27 to 40 4+30 Central Canada to O’Hare, nominal
2-20-75° 28 to 37 4430 N. Quebec to JFK, nominal
255 hr CONUS Test Hours

4Acquired data with both fan and pencil beams of ATS-6.
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For the March/April 1975 test series, the power meters and directional couplers associated
with each of the two indirect path transmitters were relocated to a point following the forward RF
control unit. Two 3-dB hybrids were also added to allow relative RF phase measurements to be made
(discussed in next section). This monitoring configuration is shown in figure 3-8 and includes all
insertion loss values of interest.

3.5.2 Relative RF Phase Calibration

Measurement of the relative RF phase between the horizontal and vertical prober signals as
input to the antenna was desired to support the cross-correlation and cross-power analyses of hori-
zontal and vertical tap outputs.4 The instrumentation used for these measurements is illustrated in
figure 3-9. During the fall series, relative phase measurements were made on only one occasion due to
the unavailability of required test equipment. The discussion will therefore be limited to measure-
ments during the spring 1975 series.

With respect to figure 3-9b, relative RF phase measurements were made by exciting the SACP
modulator in the cw mode. The two unmodulated cw signals were up-converted, amplified, and
connected to the antennas in the normal manner. Samples of the two RF signals were coupled out
for relative phase measurements using an HP 8410A network analyzer. RF cabling between the
coupled points and the antennas was designed to have equal path lengths for the two channels in
terms of phase. This was confirmed by measurement. Auxiliary calibrations of all couplers, hybrids,
etc. were performed as needed. This system allowed RF relative phase measurements to be made by
simply changing the operating mode of the SACP modulator to cw. Especially significant is the fact
that no cable or connector changes were required in the RF subsystem. The two 3-dB hybrids also
allowed power meter monitors to operate simultaneously without cable or connector changes.

Relative RF phase measurements made for the H and V channels during the March/April
series are given in table 3-4, Some day-to-day variations, as well as time-dependent variations within
a given test, are evident. These variations are attributed primarily to temperature effects in trans-
mitters, up-converter, etc. The variations were observed to stabilize following a lengthy warmup of
equipment. Warmup periods of 2 hr or more were normally used for tests acquiring relative RF phase
data.

4Fora complete characterization of equipment effects on these measures, one must also include the
perturbations caused by the antennas onboard the aircraft and the ATS-6 satellite.
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TABLE 34. MULTIPATH RELATIVE-PHASE MEASUREMENT SUMMARY
FOR MARCH 1975 TEST SERIES

Ag
Date, Time, (V leads),
mo-day-yr GMT deg
3-18-75 1530 98
1700 82
1715 80.5
1720 79.0
1725 83.5
1730 83,0
3-19-75 1250 65.0
1520 71.5
3-21-75 1505 58.0
3-24-75 0745 83.0
1330 70.0
3-25-756 0900 71.8
1430 59.0
3-27-75 0830 70.0
1415 69.5
3-28-75 0817 80.1
1404 66.2
3-31-75 0800 90.2
1239 71.2
4-.2-75 0703 97,5
1242 71.0
4-3-75 1103 71.7
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4. MULTIPATH DATA REDUCTION AND ANALYSIS PROCEDURES

This section gives a brief description of the data analysis procedures and analytical objectives
of the major processing blocks. Volume IV provides a comprehensive discussion of this subject.

4.1 DATA PROCESSING FUNCTIONAL FLOW

Figure 4-1 depicts the processing steps involved in the formatting, reduction, and analysis of
the recorded multipath SACP signal arrays and the aircraft-transmitter parameter tape.

Received SACP signals were direct recorded in a standard telemetry analog format (serial
PCM, NRZ-L). Redundant recording was used on the analog source tape, with each of the PCM data
bit streams and IRIG time-code signals recorded on two separate tracks. At the Boeing ground
station facility, the data and time tracks were initially processed by telemetry front end (TFE) equip-
ment, which for this particular application routed the played-back serial signals through its PCM sub-
system to the programmable data distributor (PDD). The PDD merged time words with the data and
distributed the information to one or both of the PDP 11/45 computer I/O buses. The dual PDP
computer system performed three basic functions: (1) conversion of the analog-recorded data tapes
into digital format computer-compatible tapes, (2) quick-look processing of the multipath data, and
(3) calculation of the time-ordered delay-spectra arrays that are used to generate the time history of
the multipath channel delay spectra. The normalization and three-dimensional plotting of this data
were performed in the CDC 6600.

Detailed analysis of the prober data was also performed in the CDC 6600. This analysis
provided a comprehensive characterization of the multipath channel for horizontal and vertical polari-
zation, gathered over a down-looking antenna. The primary output of this routine was the delay-
Doppler scatter function of the channel. Also included were the channel’s total scattered intensity,
delay spectrum, Doppler spectrum, frequency autocorrelation function, time autocorrelation function,
spread parameter measures, and the time-domain statistics of the individual tap processes.

Sea-state buoy data was reduced and analyzed by CNR, Inc. Analog tapes were stripped and
reformatted into computer-compatible digital tapes at a DOT/TSC facility. Detailed processing as
described in appendix B of volume IV was performed on the DOT/TSC PDP 10 computer.
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4.2 ALGORITHM EXECUTION SEQUENCE AND ANALYTICAL OBJECTIVES

The algorithm execution sequence for processing the multipath channel data is given in figures
4-2 and 4-3 and is described briefly as follows.

4.2.1 Quick-Look Real-Time Playback Data Analysis

The quick-look output, directly available from the PDP 11/45 system, provides both oscillo-
scope display plots and hard-copy numerical output. From this information, the operator may
investigate receiver parameter configuration, tap frequency spread, delay power spectral density, and
analog magnetic tape status descriptors. The quick-look output is used to review overall data quality
and to identify candidate data intervals for detailed analysis, i.e., intervals that provide both steady-
state receiver conditions and multipath scatter phenomena of particular importance.

4.2.2 Reformatted SACP Digital Tapes

Source analog tapes are processed to provide computer-compatible digital tapes that represent
the complex tap voltage time-domain data of the SACP receiver. Typically, those periods of data
identified by the quick-look analysis as being of particular interest (e.g., active multipath returns,
large cities, land/water interfaces) were reformatted for the CONUS tests. For the oceanic tests, the
bulk of the valid data was converted to digital format.

4.2.3 Delay-Spectra Time History

For all periods of valid data collection, the scatter channel’s delay power spectral density (psd)
is determined in a time-running nonoverlapping manner, with psd estimates being calculated over a
2-sec interval. The outputs, which occur once every 2 sec, are given in both numerical and three-
dimensional plotted formats. Respectively, these data provide both a quantitative and comprehensive
overview description of the channel’s time-variant delay-spectra characteristics. This analysis is of
particular importance for the CONUS scatter, where terrain roughness and electrical characteristics
vary rapidly with distance. One use of the 3-D overview plot is to isolate time and tap bank intervals
that possess data for which it is desirable to either (1) reference the numerical output to obtain
quantitative delay-spectra information or (2) subject the data input string to detailed delay-Doppler
psd computer processing.

4-3
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4.2.4 Delay-Doppler Scatter Power Spectral Density: S(r,w)

This function represents the distribution of diffusely scattered power arriving at the receiver
with Doppler frequency « and time delay 7. For the zero-mean complex Gaussian random-scatter
process, S(7,w) completely characterizes the channel statistics. For each test condition, at least one
detailed S(r,w) function is generated. The output is given in numerical and three-dimensional plotted
form. Furthermore, since this parameter is of such fundamental importance for the interpretation,
modeling, and application of the scatter channel phenomena, S(7,w) is also preserved on magnetic
tape. This provides a convenient and compact basis from which future analysis may be conducted
without going through the time-consuming and expensive computer processing steps required to obtain
the delay-Doppler psd from the reformatted SACP digital tapes

4.2.5 Integral and Fourier Operations on S(7,w)

The scatter function S(r,w) contains all the ingredients needed for the derivation of equiva-
lent and lower order channel parameters. Software modules are contained within the CDC 6600
routines to derive the joint time-frequency autocorrelation function R(§,£2), time autocorrelation
function R(§,0), frequency autocorrelation function R(0,£2), Doppler spectrum D(w), delay
spectrum Q(7), and total rms scattered energy <[I|2>. The mathematical expressions for these
quantities are:

R(EQ) = ffS(r,w) el(§ + £)drde @1
R(£,0) = _[/- S(r.w) drelé@dew 4-2)
R(0,) = [f S(7,00) de ei$¥dr (4-3)
D(w) = fstrew) dr -
Q) = f S(r,w) dw (4-5)

<> =ffs(r,w) drdew) | (4-6)

The time-frequency autocorrelation function and its respective axial cuts measure the degree
of correlation between two signals delayed in time by ¢ and offset in frequency by €. These func-
tions are complex and therefore are formatted in terms of their amplitudes and phases in the software
output.



4.2.6 Channel Spread Parameters

From the D{(w), Q(r), R(%,0), and R(0,R2) distributions, lower echelon first-order channel
parameters such as the Doppler spread, delay spread, decorrelation time, and coherence bandwidth of
the scatter channel are easily estimated.

4.2.7 Noise Determination and Removal (NDandR)

The outputs of the SACP multipath correlator contain desired signal data, spurious signal
terms, low-pass additive thermal noise, and receiver arithmetic noise. Under normal SACP operating
conditions, the NDandR algorithm statistically eliminates these noise terms from the data on a
tap-by-tap basis. The noise-free estimate of the delay-Doppler function may then be normalized for
the low-pass filter attenuation and subjected to the integral, Fourier transform, and spread determina-
tion steps as previously outlined.

4.2.8 Antenna-Pattern-Effects Removal

Design criteria for the forward multipath antenna were established to provide a radiation
pattern with nearly uniform coverage over the effective scatter region. However, for certain flight
direction headings the fidelity of the channel measurement may be enhanced by applying the antenna-
effects-removal algorithm. This routine operates on the noise-free S(7,w) estimate to provide an
equivalent scatter function that would be measured with a uniform gain antenna. The multipath
process performs a 2-into-1 mapping operation, wherein two surface returns are mapped into one
delay-Doppler point. Application of this algorithm is thus restricted to the in-plane geometry cases
where the cosymmetry of the delay contours, Doppler contours, and scatter cross section (isotropic
surface) is exploited.

4.2.9 Tap Amplitude and Phase Distributions

Determination of the fundamental statistical properties of the scatter process requires that
the received signals’ time-domain fluctuations be characterized. The probability distribution and its
associated mean and variance for these fluctuations are derived for each tap’s I component, Q
component, and phase angle. The process composite signal, which is constructed by vectorially
summing the delay tap outputs, may also be subjected to these operations. The experimental distri-
butions are compared with theoretical expectation for the complex Gaussian channel. These correla-
tions are implemented via the x* goodness-of-fit test.

4-7



4.2.10 Tap Process Bank Cross-Correlations

The degree of coherency between any two taps in a particular tap bank or in cross-polarized
banks (i.e.. one horizontal, the other vertical) is measured through use of the normalized cross-correla-
tion function: i.e.,

Ryey(8) = <X(t) Y*(t§) >

NS XFOS<Y(D Y OS] @D

where:
X = complex tap process in either bank
Y

3

complex tap process in either bank

time-lag variable,

As an option, Ryv/(¥) may be evaluated for conditions where the means have been removed or
are left included in the X and Y time arrays. In general, the results should be closely equivalent
except for the case where the specular tap contains a significant “coherent’ component. Similar
options are available for the operations discussed in sections 4.2.11 and 4.2.12.

4.2.11 Tap I and Q Dependency

For random rough-surface scattering where the electromagnetic wave undergoes deep phase
modulation at the multipath interface, we expect that the I and Q components of the received
signals are statistically independent. This condition is explored by determining the zero-lag normalized
correlation coefficient between a tap’s orthogonal components; i.e.,

_ <I1Q> .
RiIQ®) = ToocgiSTR “8)

4.2.12 Tap-Gain Autocorrelation Function: U(7,%)

An estimate1 of the channel’s tap-gain autocorrelation function, U(7,£), is derived through

application of the following operation.

lAn alternate derivation of this function may be obtained by an inverse Fourier transformation of
the S(r,%) function with respect to the w variable.

4-8



U(r) = <X (1) Xy (t-§> (4-9)

where:
T = delay tap value
Xr = complex process of tap 7 in bank X (i.e., horizontal or vertical)
£ = time-lag variable,

This function measures the autocorrelation function of the multipath process on a tap-by-tap
basis and is available (magnitude) as a three-dimensional output plot from the software package.

Two program options exist in this algorithm: (1) cross-polarized estimate of U(r,£) and
(2) a first-order noise effects removal from U(7.£).

The cross-polarized estimate of U(r,£) is calculated by replacing the conjugated variable in
equation (4-9) with the appropriate Y tap of the bank containing the orthogonal polarized return.

Assuming the independence of multipath and noise, we arrive at a noise-free estimate of the
tap-gain autocorrelation function, Um(T,E), as follows:

N
Upp(7.8) = <X (t) XF(t-§) > =ﬁ1 E <Xi(t) XF(t-&)> 4-10)
i=1

where Xi is the complex output of a multipath-free tap (usually taken from a region of the bank
preceding the specular-point return).
Typically, <X(t) X?(t - £)> has significant energy only at the zero-lag value, and thus we

are in essence removing an estimate of the average noise contribution to the £ = 0 value of the U(7,§)
function.

4.2,13 System Calibration Parameter Data

Magnetically recorded data pertaining to receiver system operation (i.e., direct and multipath
channel gains, etc.), transmitter power amplifier outputs, and aircraft flight parameter descriptors are
computer reduced to aid in the normalization of the scatter channel power returns. These data also
serve as a data collection integrity measure and are used primarily to augment the logged flight test
data.



4.3 MULTIPATH DATA BASE

The data base delivered to DOT/TSC relative to the multipath channel characterization test
consists of the following items:

a. Library of analog SACP receiver source data tapes. These data were recorded at the
NASA ground station on 9600- or 7200-ft reels of 1/2-in. magnetic instrumentation tape
using Ampex FR-1900 and/or FR-2000 recorders. The recorded data corresponds to the
unprocessed data obtained from the outputs of the SACP receiver during test conduct.

b. Library of reformatted digital data tapes (D1). These 1600-bpi nine-track digital tapes
contain the SACP receiver output data in computer-compatible digital format. The tapes
are generated by the Boeing PDP-11/45 facility and have a format as described in volume
1V, section 4.22.1.

c. Library of delay-spectra time history tapes (D3). These 1600-bpi nine-track digital tapes
contain the delay-spectra time history arrays computed by the dual PDP 11/45 computer
system. In most cases, the files containing these data are physically located on the same
tape as the corresponding reformatted digital data described as D1 (above). Tape formats
are described in volume IV, section 4.22.3.

d. Library of Sn('r,w) save tapes (D2). Tape D2 contains the computed noise-present
estimate of the channel’s delay-Doppler scatter function. The tape format is described
in volume IV, section 4.22.2,

e. Library of airborne system parameter source tapes. These 800-bpi, seven-track, computer-
compatible digital tapes are recorded onboard the KC-135 aircraft terminal using a
Kennedy 8707 recorder. The tapes contain power level calibration data and other infor-
mation relevant to the test parameters during test conduct. Information content and tape
format are described in volume IV, section 4.23.

f.  Computer programs (card decks) and listings corresponding to the programs used for
detailed analysis of the reformatted multipath data (D1) tapes. Descriptions of algorithms

are given in volume IV, sections 3 and 4.

g.  Computer programs (card decks) and listings corresponding to the physical optics vector
scatter model described in volume IV, section 5.

h.  Punch paper tapes providing radiation distribution plots of antenna range data for the
front multipath antenna for various polarizations and pointing angles.
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The following additional data base resulted from a subcontract to CNR, Inc:

a.  Reformatted 800-bpi, seven-track, multipath computer-compatible digital data tapes
generated from selected Boeing PDP 11/45, 1600-bpi, nine-track DI tapes.

b. Transposed multipath digital data tapes identified in section 5.4.6.

c.  Sea-state buoy 800-bpi seven-track digital data tapes containing measured buoy variables
stripped from the analog buoy data source tapes. (Tapes correspond to data acquired
on January 29 and 30, 1975, plus March 25 through April 2, 1975.) These PCM data
stripping operations used a capability existing at DOT/TSC.

d. Backup program tape containing the programs utilized for sea-state buoy data reduction,
H-V correlation and statistical analysis, and transpose and scattering function DRandA.
The programs referred to are those identified in volume IV, sections 4.21 and appendix B.
Programs can be run on the DOT/TSC PDP 10 in time-share or batch processing modes.
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5. OCEANIC MULTIPATH TEST RESULTS

Probes of the oceanic multipath medium were conducted on 18 separate occasions covering a
range of elevation angles from 3° to 32° and a variety of North Atlantic sea conditions. Results from
these tests are presented to illustrate the delay-Doppler scatter function, outputs from Fourier and
integral operation on the scatter function (e.g., delay spectra, autocorrelation functions, total
scattered energy), the spread values of the delay spectra, Doppler spectra and autocorrelation func-
tions, and characterization of the complex receiver’s time-domain statistics. Most of the documented
results pertain to the simultaneous dual-linear probe transmissions that have both vertical and hori-
zontal polarization vectors. A limited amount of data for left- and right-hand circular polarization
transmissions are also included.

Linear polarization results are compared with predictions based on surface integration of the
physical optics vector scatter model (described in sec 6) as applied to a very rough surface possessing
an isotropic slope distribution of the Gaussian form. When applicable, the measured channel
parameters are also compared with theoretical predictions based on “steepest descent” solution to the
integral formulations that develop under the closed-form approach to the channel characterization.
Sea-state measurement data was acquired for one day during January and for five days during March/
April 1975 by deployment of a rather sophisticated buoy sensor. Results pertaining to this surface
characterization effort are presented in section 6. Since the sea-state measurements and the multipath
tests were never truly coincident in either time (several hours of separation were typical) or location, a
one-to-one comparison of experimental results and theory for a specific measured sea condition was
not possible. A range of rms slopes and an assumed typical value were therefore used for the bulk of
the correlation between experiment and theory. The measured sea-state data was used for validation
of the range of sea-surface slopes encountered, as well as for validation of other assumptions relative
to sea-slope distributions.

As with any remote electromagnetic sensing experiment, the spatial filtering effects of the
prober antenna must be taken into consideration. These effects are evaluated in section 5.6 for
selected data ensemble sets and, where possible, generalized results are applied to the pertinent section
of this document. Other equipment effects and limitations on channel characterization measurements
are described in appendices A, B, and C.

5.1 DELAY-DOPPLER SCATTER FUNCTION: S(r,w)
For oceanic scatter at L-band frequencies, there are scientific reasons based on the time-series
analyses of section 5.4 to believe that the multipath channel is adequately described as a zero-mean

complex Gaussian process. Since the experimental test conditions are processed in time segments on
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the order of 6 sec. we may also assume in general that the effective scatter region traverses a surface
area over which the significant electrical and statistical physical parameters are relatively invariant.
Under these conditions the delay-Doppler scatter function, S(7,w), completely characterizes the
statistics of the channel (ref 5-1). S(r,w) represents the power spectra density of multipath energy
arriving at the receiver with delay and Doppler frequency shift. It is derived by taking the Fourier
transform of the complex delay tap processes.

Several fundamental observations have been made relative to the energy distribution depen-
dencies of S(r.w) upon grazing angle,1 flight direction, and polarization. Typically, these functional
relationships are most easily discussed when the scatter function is reduced to lower echelon relation-
ships such as the Doppler spectra, spreads, etc. Observations relative to the lower order parameters
are found in section 5.2. In this section we discuss some of the more distinct properties that are
visually evident in the plots of S(7,w). Before discussing specific S(r,w) observations, however, we
comment on four features of the receiver/data reduction procedures that are visible in several of
the three-dimensional plots.

The first feature relates to the SACP receiver’s two’s-complement arithmetic dc bias, which
in the DRandA noise-removal algorithm is removed on a statistical basis and thus exhibits a residual
0-Hz component. The residual component itself varies statistically on a tap-by-tap basis; however,
when integrated over the total tap bank, such as for Doppler-spectra estimation, the overall effect is
observed to be completely insignificant.

The second characteristic pertains to the well-known aliasing phenomenon that occurs when a
signal is undersampled. This effect is most pronounced for the high-angle in-plane flight condition
where the Doppler frequency (negative) from the subaircraft side of the specular point increases
rapidly with delay tap and quickly exceeds the Nyquist rate of the signalprocessing algorithms. (An
example that illustrates the negative Doppler energy being aliased into the positive-frequency realm
is given later in fig 5-6.)

Third, we note that the specular-point return (i.e., the first multipath component to arrive
at the receiver) is not usually associated with the beginning tap of the correlator bank.? This results

1In this document the term grazing angle is used to represent the local elevation angle associated with
the electromagnetic wave as incident at the specular point. It is referenced to the local horizontal
tangent plane and, for synchronous satellite-to-aircraft geometry, is to very close approximation
equal to the elevation angle of the direct line-of-sight ray at the airplane.

2Care must be taken not to identify the difference between the first tap and the specular-point tap

with the differential delay between the direct and multipath returns (i.e., the fotal tap bank is in
general shifted by a given delay offset from the direct path tracks).
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from an intentional receiver operator procedure that was carried out to avoid contamination of the
signal structure with taps near the bank origin which, on occasion, were observed to malfunction.
The specular-point (or zero-delay) tap is identified by several obvious features. Specifically, it is

the first tap of the bank to contain significant energy (in fact, it is generally the strongest of all taps),
which in turn is dispersed over a very narrow Doppler range.

Fourth, it is well known that the outputs from a periodogram analysis such as that used for
the S(r.w) estimations do not converge to their mean values as the number of input points increases.
To circumvent this. we use the following three devices: a data input tapering window, a spectral-
average sliding window, and ensemble averaging. Different configurations of these devices are, in
general. employed for each set of system parameters. However, the net effect usually provides us
with a smoothed spectra estimate by including on the order of 160 independent samples in each output
point of S(r.w). With the exception of the ensemble-averaging procedure, these smoothing techniques
tend to bias the distribution (i.e., valleys are overestimated and peaks are underestimated) while at
the same time the estimate’s rms uncertainty is reduced to approximately 8% of the output value,
When we operate on S(7,w) to obtain Doppler spectra, etc., these biases and uncertainties tend to be
reduced.

Three-dimensional plots of the experimentally derived scatter function are given for a range
of test parameter permutations as outlined in the cross-reference of table 5-1. In the associated
figures (figs. 5-1 through 5-12), the 8(r,w) function is accompanied by its delay spectra, Doppler
spectra, and unidimensional autocorrelation functions. Results presented emphasize horizontal
polarization with in-plane geometry (i.e., KC-135 flying along a great circle route directly toward

TABLE 5-1. OCEANIC MULTIPATH PARAMETERS: FIGURE REFERENCE

Elevation
angle, Flight

Polarization deg direction Figure
Horizontal 31 In-plane 5-1
Horizontal 21 In-plane 5-2
Horizontal 16 In-plane 5-3
Horizontal 10 In-plane 5-4
Horizontal 7 In-plane 55
Vertical 31 In-plane 5-6
Vertical 16 In-plane 5-7
Vertical 10 In-plane 5-8
Horizontal 18 45° heading 59
Horizontal 12 45° heading 5-10
Horizontal 21 Cross-plane B5-11
Horizontal 11 Cross-plane 5-12
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Figure 5-3. Oceanic Multipath Parameters — Horizontal Polarization, 16° Grazing Angle, In-Plane Geometry
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Figure 5-9. Oceanic Multipath Parameters — Horizontal Polarization, 18" Grazing Angle,
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ATS-6) since these conditions furnish the highest signal-to-noise fidelity and represent the preferred3
flight direction. To provide estimates of the grazing angle dependence, these data are given for a
series of elevation angles ranging from 30° to 7°. A somewhat smaller, yet representative, sample
selection is used to illustrate the influence of polarization and flight direction on the scatter function
characteristics.

The lack of a sufficiently broad collection base of nearly simultaneous (to the electromagnetic
probes) sea-surface characterization measurements makes it impossible to furnish experimental results
that delineate, in a one-to-one manner, the effects of the surface’s slope distribution upon S(7,w).
However, this influence, which is known to be rather significant, is well demonstrated in the model
emulation results presented in section 6.

energy distribution in the Doppler variable coordinate exhibits a pronounced dependence upon the
direction of the aircraft’s velocity vector. For cross-plane flight directions (i.e., KC-135 flying broad-
side to ATS-6 direction), S(7,w) possesses a high degree of Doppler coordinate symmetry; the bias
toward a slightly higher energy content in the positive-frequency realm may be attributed to a
physical constraint that prevented the antenna from being pointed in the broadside direction (i.e.,
pointed 80° off the nose as opposed to the optimum 90°) and to nose-bulkhead shielding effects on

" that correspond to the upper and lower frequency limits over which physically possible
multipath is returned. These aircraft heading dependencies are in agreement with the model-predicted
results of section 6; as outlined there, we may ascribe the spectral “humps” of the in-plane data sets
to the following two factors:

a.  Forin-plane flight directions, the surface elements responsible for returning energy into
the upper and lower Doppler limits of a particular delay tap lie along the great circle
path joining the subaircraft and subsatellite points and thus may be shown to have g

3Preferred in the sense that (1) for in-plane geometry the probing antenna is more isotropic than it
is for other azimuthal pointing angles and (2) symmetry conditions that exist only for in-plane
direction of flight may be exploited to overcome the 2-into-1 surface mapping operation which
allows antenna spatial filtering effects to be removed, as described in section 3.6. Additional djs-
cussion of the scatter geometry and the associated mathematical expressions are given in references
5-2 through 5-5,
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significantly larger scatter CToss section than any of the other elements that return
energy into the delay tap.

To properly interpret the in-plane low-angle Doppler spectra characteristics (see secs. 5.2.4
and 5.3.3), it is important to note the low-grazing-angle behavior of S(7,w)’s positive-freq uency
Spectra “humpsg,” Referring to figure 5-5 , for example, we observe that the scatter function’s positive-
frequency shoulder quickly becomeg asymptotic to g relatively low-frequency Doppler value, Thus

analysis of the appropriate data sets of table 5-1 reveals that the vertica] and horizonta] S(7,w)
functions have, with the exception of their absolute magnitudes, distributional shapes that are quite
similar. For the lower grazing angle condition (e.g., compare figs 5-4 and 5-8), we are able to discern
that the relative weighting between a tap’s negative and positive Doppler returns js larger for the



predicted by the model results of section 6 (see figs 6-7 and 6-19), is produced by the fact that as the
scatter elements move toward the subaircraft location (i.e., negative Doppler returns), their local eleva-
tion angles increase as opposed to a decrease for locations progressively closer to the subsatellite
location. Since the vertical reflection coefficient (for grazing angles greater than the Brewster angle)
increases with an increase in grazing angle whereas the horizontal polarization coefficient is relatively
constant, this condition results in the negative Doppler return for a particular tap having a larger ratio
of vertical-to-horizontal scattered energy than the positive Doppler returns. For obvious reasons we
refer to this phenomenon, discussed further in section 5.2.6, as “‘Brewster angle fill-in.”

In section 5.6 estimates of the prober antenna’s spatial filtering characteristics are derived.
Due to mapping ambiguities associated with forward-scatter propagation, these effects can be
removed only for the in-plane geometry flight direction vectors. For the higher grazing angle condi-
tions, the antenna’s spatial filtering effects on the S(r,w) function were found to be small enough
to be neglected. However, at the low end of the grazing angle test conditions (= 7°), the antenna
characteristics are such that the negative-frequency return at the Doppler extremities (i.e., the spectral
humps) is accentuated with respect to the specular-point return by as much as 20%; the positive-
frequency spectral shoulder is attenuated by roughly the same percentage. This justifies the antenna-
effects-removal algorithm described in section 5.6.

52 INTEGRAL AND FOURIER OPERATIONS ON THE S(7,w) FUNCTION

To obtain an alternate representation and in some cases an easier interpretation of the multi-
path scatter characteristics, we subject the delay-Doppler scatter function to a variety of integral and
Fourier operations that yield the following channel parameter estimates:

Joint time-frequency autocorrelation function
Delay spectra

Frequency autocorrelation function

Doppler spectra

Time autocorrelation function

Total rms scattered energy.

These data are related to the S(r,w) function via the mathematical expression illustrated in
section 4.2.
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5.2.1 Time-Frequency Autocorrelatiog Function: R(,02)

R(§,82) is a complex quantity representing the degree of correlation between two received
carriers separated by £ hertz and transmitted over the same propagation paths ¢ seconds apart.
As stated in section 4.2, we derive this channel parameter through a double inverse Fourier trans-
formation operation on the experimental S(r,w) function. Hence R(¢,82) and S(r,w) are equivalent
as far as their order of measurement degree is concerned. However, from the standpoint of relating
the multipath results to surface characteristics and scatterer location, the S(r,w) function is in most
respects preferred to the joint autocorrelation distribution. For this reason the major emphasis of
the high-echelon data analysis has been directed toward characterization in terms of the delay-
Doppler scatter function. The extension from this (7,w) domain to the (£,2) domain may be easily
estimated through use of the well-known input/output Fourier transform relationships. To illustrate
the interdependence between the two domains, we present data for mid- and low-grazing-angle
conditions in combination with in- and cross-plane flight directions. For each combination of system
parameters, both the R(¢,82) and S(r,w) functions are given. These data are found in figures 5-13
through 5-16. For the in-plane geometry conditions, the R(£,82) distribution is quite asymmetrical;
two alternate points of view have therefore been included for these cases.

To relate the experimental results of this section to theoretical model expectation, we make
reference to figures 6-21 and 6-22 of section 6.3. Because many of the system parameters of the two
data sets are not in exact correspondence (e.g., grazing angle, sea slope, antenna pattern4), a direct
correlation between experiment and theory cannot be made. However it is apparent that the major
characteristics of the multipath measurement results are in general accord with the model predictions.

As indicated from figures 5-13 and 5-14, for example, we observe that the R(£,82) amplitude
distribution is significantly influenced by the direction of the flight test vector. Corresponding to the
symmetry properties of the S(r,w) function, we note that the cross-plane R(&,£2) function is quite
symmetrical whereas the in-plane estimate illustrates a definite asymmetrical characteristic in the §
variable. In particular, the in-plane R(§,82) distribution for a given nonzero frequency lag is observed
to possess a definite maximum that does not coincide with the zero time lag value. Furthermore, the
¢ location of this local maximum is seen to increase with an increase in frequency separation.5 For
time lags greater than the local maximum, the R(£,£2) function has a precipitous decay to a level

4The experimental results were derived from the noise-removed, antenna-pattern-present version of
the S(7,w) function.

5Inspection of equation (4-1), which relates R(£,Q2) (o S(7,w), reveals the following property of

symmetry: R(£.£2) = R* (-£,-). Hence, for negative-frequency lags the R(£,82) maxima will be
associated with a negative time separation.
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roughly equivalent to the value at its mirror image location on the negative side of the axis. Using
basic Fourier transform properties, one can relate this ridgelike R(%,82) structure to the negative-
frequency shoulder of the function’s S(r,w) counterpart. The positive S(r,w) Doppler shoulder,
which runs in a nearly parallel direction to the delay axis, may be shown to produce the nearly sym-
metrical underlying distribution in the R(£,£2) function (see, for example, fig. 5-15).

Under isotropic surface and antenna illumination conditions, one expects that S(r,w) will
be highly symmetrical with respect to the Doppler variable for cross-plane geometry. Hence equation
(4-1) predicts that

[R(E,)] = IR(-£Q)],

In general, the cross-plane experimental results of figures 5-14 and 5-16 substantiate this
symmetry relationship, with the observed slight departures most likely due to antenna influence on
the S(r,w) function. This antenna perturbation (discussed in sec 5.1) in general provides more
favorable cross-plane illumination to the positive Doppler returns. The noticeable difference in the
structure of R(£.82) between the experiment and model for large £ separations is also thought to
arise from the nonuniform antenna pattern illumination (i.e., comparing figs. 5-14 and 6-22, we
observe that for cuts involving the extreme values of ¢, the model function has peak density at the
£2 = 0 value whereas the experimental distribution peaks at a value offset from the axis).

Finally, we note that an axial cut along ¢ = 0 through R(£,92) (equivalent to the channel’s
frequency autocorrelation function) produces similar distributions for the in-plane and cross-plane
geometry cases. This is to be expected since R(0,9) is related entirely to the delay spectrum, which
is independent of flight direction and, as shown in the following section, is also relatively uninfluenced
by the grazing angle parameter.

5.2.2 ]?elay Spectra: Q(r)

Estimates of the multipath delay spectra, Q(7), are obtained by integrating the “noise-removed”
delay-Doppler scatter function over the Doppler variable. Thus Q(7) represents the power spectral
density of the scattered signal component that arrives at the receiver with delay 7. In this report we
select the specular-point return as the zero reference value. A comprehensive set of experimentally
derived delay-spectra distributions is contained in the data sets used for the S(7,w) discussion; these
data may be related to system parameters through use of table 5-1. In turn, the experimental delay-
spectra results may be compared with theoretical expectation through the figure cross-reference
contained in table 6-1.



An obvious characteristic of the delay-spectra measurements is the very small amount of
observed flight direction or grazing angle influence on the energy distribution. The flight direction
independence is, of course, expected. Relative to the grazing angle effects on the delay spectra, we
note that for a constant-surface slope condition the model predictions (both spectra and spreads) of
section 6 similarly predict a relatively small influence.

Prober polarization influences on the reflection process are observed to produce delay spectra
for vertical polarization that are much heavier tailed than their horizontal polarization counterparts.
Furthermore, this effect becomes more significant as the grazing angle decreases and, as illustrated in
section 5.1, is related to the phenomenon of Brewster angle fill-in.

A comparison of the experimental data with the theoretically predicted delay spectra of
section 6 reveals that the above observations are fairly well duplicated by the model. In general, the
model results appear to exhibit the greatest degree of similarity to the measured spectra for the
assumed sea-slope condition of 6°. For example, compare the delay spectrum of figure 5-1 with that
of figure 6-4 (which represents the 6° slope case) as opposed to figures 6-3 and 6-5 Ywhich pertain to
the 12° and 3° slope predictions, respectively).

The effect of the prober antenna’s spatial filtering characteristics is discussed in section 5.6.
In general, the antenna-induced perturbation on delay-spectra measurements is relatively insignificant
over the bulk of the distribution (i.e., for the low- and highgrazing-angle conditions analyzed, the
antenna-induced perturbations at a spectral density 10 dB down from the specular-point tap are
shown to be 3% and 7%, respectively).

5.2.3 Frequency Autocorrelation Function: R(0,Q)

The frequency autocorrelation function, R(0,82), represents the degree of correlation between
two received signals separated by §2 hertz and traversing identical paths through the channel. In
this report the direct line-of-sight signal component is excluded and thus R(0,92) is obtained in a
straightforward manner by taking the inverse Fourier transform of the multipath delay spectrum.
Again we refer to table 5-1 for a delineation of the sample R(0,Q) results presented and their
corresponding system parameters.

As for the delay-spectra characteristics, we observe that the magnitude of R(0,Q) exhibits
almost no dependence on aircraft heading or system grazing angle. Theoretically, aircraft heading
should have no influence on the delay spectra or the frequency autocorrelation function. These
results are in accord with the model predictions of section 6 under the constraint of a constant-sea-
surface rms slope.
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Prober polarization is observed to have by far the most significant effect on the frequency
autocorrelation function, with the horizental results being heavier tailed than their vertical polariza-
tion counterparts. The extent of this effect is seen to increase for a decrease in grazing angle. Again
these results are in agreement with the model predictions of section 6 and are directly related to the
observed polarization effects on the delay spectra (vertical polarization spectra are heavier tailed than
the horizontal results), which in turn are related to the phenomenon of Brewster angle vertical polari-
zation fill-in.

Prober antenna spatial filtering perturba‘tions on the frequency autocorrelation function are
rather minimal both for the high- and low-grazing-angle conditions (see sec. 5.6).

5.2.4 Doppler Spectra: D(w)

A Doppler frequency shift is induced upon the individual components of a scattered signal
when a relative motion exists between the rough surface and the transmitter/receiver terminals. In
general this frequency shift is expressed as the sum of two terms, one arising from the surface dy-
namics and the other being due to terminal motion relative to the instantaneously static surface. In
our case the ATS-6 satellite is stationary and the velocity of the KC-135 jet airplane is sufficiently
large to consider the oceanic surface to be frozen. Hence the Doppler shift associated with a particular
surface scatter element is a function only of aircraft-oriented system parameters. As previously out-
lined in section 4.2, we obtain an estimate of the total scattered signals’ Doppler power spectral density,
D(w), by integrating the S(7,w) function over its delay variable. The Doppler coordinate variable,
w, is established relative to the frequency of the direct line-of-sight signal. For cross-plane flight
directions, this reference is identical to the specular-point Doppler shift; for in-plane directions, a
differential Doppler on the order of 4 Hz exists between the specular point and direct signal paths.

Sample Doppler spectra for a variety of experimental conditions cross-referenced in table 5-1
are given in figures 5-1 through 5-12.

The experimental Doppler spectra distribution may be compared with the theoretical model
predictions of section 6. A visual correlation of the two data sets reveals that the model results, as
evaluated under the 6° slope assumption (and for some cases the 12° slope condition), closely
emulate the experimental spectra. The experimental data sets show that the channel’s Doppler
spectrum is very dependent upon grazing angle and flight direction system parameters. As would be
expected from the corresponding S(7,w) distribution, the Doppler spectrum is highly symmetrical
for the cross-plane flight geometries (equipment-induced asymmetries were discussed in sec. 5.1)
and resembles a zero-mean Gaussian distribution whose variance decreases with a decrease in grazing
angle. These characteristics also apply fairly well to the 45° flight direction; however, there isa
tendency for the negative-spectra realm to be slightly more dispersed and thus heavier tailed than the
positive region.
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On the other hand, for the in-plane flight direction the Doppler spectrum is highly asymmetric,
with the distribution being very heavy tailed in the negative-frequency region and possessing a spectral
maximum that coincides closely with a frequency upper limit in the positive Doppler realm above
which the energy distribution has a precipitous fall off. Comparing figures 5-2 through 5-5 reveals
that these in-plane geometry attributes become increasingly pronounced as the grazing angle
decreases. In fact, at the lower grazing angle values (e.g., fig. 5-5) we note that the Doppler spectrum
has an extreme high-density peak at a very low positive Doppler value above which no energy exists
and an exponential-like decay for the energies whose frequencies lie below the Doppler upper limit.

As will be shown in section 5.3.3, this phenomenon results in very low Doppler spread measure for
the low-angle in-plane geometry conditions. )

With respect to the Doppler spectrum’s in-plane geometry polarization characteristics, it may
be observed that, especially for the low-grazing-angle conditions, the vertical polarization results
have a significantly higher percentage of energy in the negative-frequency portion of their distribu-
tions than do the corresponding horizontal polarization data (e.g., compare figs. 54 and 5-8). The
Brewster angle fill-in phenomenon that produces this result is also observed for the model prediction
and is discussed in sections 5.1 and 6.2 of this document.

Unlike the results for the delay spectrum, the antenna pattern influence on the Doppler
spectrum is shown in section 5.6 to be significant enough to merit consideration. Specifically, for
the in-plane flight geometry case we expect that as the grazing angle decreases the Doppler spectrum
will be subjected to an overestimation bias in the central portion of its negative-frequency realm.
This implies that a region on the subaircraft side of the specular point receives more antenna gain
than is directed toward the specular point because of the antenna beam pointing factors discussed in
section 5.6. As a quantitative measure, the low-angle (7°) in-plane Doppler spectrum for a typical
case is predicted to be biased by roughly +10% at its spectra mid-decile level and +30% at its lower
decile level.

5.2.5 Time Autocorrelation Function: R(§,0)

R(£,0), the time autocorrelation function of the multipath channel, represents the degree of
correlation between two received signals that arrive at the receiver after being transmitted as cw
signals with identical frequencies but offset in time by ¢ seconds. We restrict our attention entirely
to the multipath component of the channel and thus obtain the R(%,0) estimate by performing an
inverse Fourier transform on the scattered signals’ Doppler spectrum. Experimental results from this
analysis for a variety of test conditions outlined in the cross-reference of table 5-1 are presented in
figures 5-1 through 5-12. For comparison with theoretical model prediction, refer to the data sets
associated with table 6-1.
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From the examples, we observe that the R(§,0) distribution has characteristic dependencies
upon aircraft heading, grazing angle, and probe polarization. While the influence of the aircraft’s
flight vector direction is noticeable, it is not nearly as distinct as it is for R(%,0)’s Fourier transform,
the Doppler spectrum. In general we note that the in-plane flight direction produces a time auto-
correlation function that appears to be heavier tailed than its cross-plane counterpart.

As expected, the elevation dependence of R(£,0) is seen to produce an increase in spread
for a decrease in grazing angle. Also, as would be predicted from the Doppler spectra measurements,
the horizontal and vertical polarization R(&,0) results become increasingly dissimilar as the grazing
angle decreases, with the horizontal results exhibiting a much slower decay than their vertical polari-
zation counterparts.

In general the model emulation of section 6 duplicates the above observations to a fairly high
degree. As for the other unidimensional channel distributions, the degree of correlation between the
experimental and theoretical time autocorrelation functions appears to be the highest when the sea
slope is chosen to be 6° or somewhat higher (for example, compare fig. 5-1 with fig. 6-4)..

The effects of antenna spatial filtering on the in-plane R(%,0) estimates are given in section
5.6. The high-angle data is relatively uninfluenced by the antenna pattern, whereas the low-angle
data exhibits effects that are consistent with the observed effects on the Doppler spectrum. In other
words, the Doppler spectra overestimation produced by the antenna perturbation is translated into a
time autocorrelation function effect that causes the distribution to decay too rapidly (roughly 30%
at the origin).

5.2.6 Total RMS Scattered Energy

To relate the intensity of the multipath scatter process to a quantitative measure, the channel
mean square scatter coefficient (I') has been derived for both horizontally and vertically polarized
data. The term ', defined as the ratio of total energy scattered into the receiver relative to the
energy incident upon the surface, is obtained from the following formulation:

) ) | 5.1
" <D > G s i
DE>lgg  ©1 lgp
where:
<|I?> =  mean square multipath power obtained by integrating S(r,w) over its delay

and Doppler variables
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<D{*>

n

mean square direct-path signal obtained by coherently summing the “direct”
tap outputs to form a composite signal, which in turn is subjected to a mean
square calculation

adjustment factor to account for direct and indirect channel gain differences,

etc.

In calculating GD/GI, the following factors (expressed in decibels) are included:

GD/GI = PD/PI + AD/AI + Lpol + GRXD/GRXI + GLPFD/GLPFI + LIE it Ltrunc’ (5-2)

where:
Pp/P

Ap/A|

Lpol

GRXp/GRX;

GLPFp,/GLPF|

]

1

ratio of direct power to indirect power as delivered to the inputs of the
transmitting antennas (includes line losses etc.)

ratio of direct signal antenna gain to multipath signal antenna gain. The
multipath antenna gain is taken to be equivalent to the gain directed
toward the specular point of the surface. This should not introduce an
appreciable error due to the relatively broad-beam characteristics of the
antenna and the capability for pointing it toward the effective glistening
area of the surface. For the quad-helix direct antenna, a gain of 15.2 dB
was used when the elevation angle of the antenna relative to the tangent
plane on the skin of the aircraft was greater than 12°. For smaller angles,
the aircraft skin effects influence its beam shape, and calibration measure-
ment data obtained from up-look modes of the flight test scenarios were
used to obtain the following empirical relationship: Ap = 15.2dB +
(6"-12°) (0.65) dB; where §' = elevation angle of quad helix relative

to its local ground plane.

a 3-dB adjustment factor to account for polarization mismatches at the
satellite (i.e., ATS-6 has RHC, quad helix has RHC, and multipath antenna
has linear polarization)

ratio of receijver direct to indirect channel gain, obtained in a data analy-
sis program module that operates on the SACP system parameters embed-
ded on the data tape containing the receiver time-domain samples

the ratio of the receiver’s low-pass filter gains for the direct and indirect
channels. This parameter is derived from the SACP filter coefficients

and includes a factor to account for the filter mode, such as “zero-stuff,”
when applicable (i.e., at 10-MHz chip rate and 300-Hz bandwidth, GLPFD/
GLPFI = 14.8 dB, whereas at 5-MHz chip rate and 300-Hz bandwidth (a
zero-stuff mode for the indirect channel) it equals 20.8 dB)
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Lz =  an adjustment factor necessitated by the fact that the <|1)2> estimation
technique is in essence equivalent to an incoherent power summation of
the delay tap outputs. This summation does not give a true estimate of
the total energy content because (1) adjacent taps one chip apart have a
realm of commonality in the delay area over which their autocorrelation
functibns are nonzero and (2) the autocorrelation function of the probing
signal’s PN sequence is not uniform over a chip width but for the continuous
analog case has triangular distribution with a peak equal to the sequence
length and a base equal to _1 at locations *1 chip from the center.
Assuming the multipath’s delay spectrum is piecewise constant over a chip
width, the above effects are calculated to yield Lyy values of 1.7, 1.25,
and O dB for prober chip rates of 2.5, 5.0, and 10.0 MHz, respectively.

A coherent summation in effect provides a single tap experiment with
uniform correlation over the entire tap bank range; this procedure is
used to estimate <|D{*>.

Lirunc =  a factor to account for the finite delay-Doppler range over which the
receiver is able to capture energy. For the majority of the oceanic multi-
path probes, the transmitter/receiver parameters were chosen to provide
a tap width of 0.2 psec and a low-pass-filter bandwidth of 300 Hz. Thus
assuming the specular-point return is placed in the mid-20’s region of the
correlator bank (to avoid malfunctions occasionally experienced with
delay taps in the neighborhood of taps 17 to 19), we have a receiver
configuration that will capture sea scatter returns whose delay () and
Doppler (fy) values satisfy both of the following inequalities: 7<
(110-25)0.2 = 17 psec and fy < 300 Hz. The incoherent sum of all
energies lying outside this region is referred to as the system truncation
loss component (Ltrunc)'

Using the physical optics vector scatter model (sec 6), Liyync Was
predicted using the expression

17usec +300 Hz ]
S(r,w) drdw
_ =0 f=-300 H
Lirunc = ~101og = oo -
f f S(r,w) drdw
=0 f=—oo

The value of Lipne Was calculated for typical system geometry con-
figurations and for assumed sea-slope conditions. An obvious result
from this analysis is that Lipne increases with an increase in the
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surface rms slope. With respect to the grazing angle dependency, we
observed that a tradeoff occurs: the T constraint was more significant
with a decrease in grazing angle while the Doppler constraint was more
significant as grazing angle increased. Aircraft heading, as expected, had
no influence on the delay requirement. However, for the Doppler criteria
it was observed that as the aircraft heading changed from cross-plane to
in-plane orientation, the receiver, on a relative basis, captured more of
the subsatellite-oriented returns and less of the subaircraft-oriented scatter.

In general, Ltrunc was calculated to be relatively small. For
example, at a grazing angle of 13° and for average and precipitous sea
slopes of 6° and 12°, truncation loss values of 0.10 and 0.30 dB, respec-
tively, were calculated for the horizontal polarization in-plane flight
geometry. Since the sea slope was unknown, we have taken Ltrunc to
equal 0.2 dB for all cases.

Figure 5-17 presents the experimentally derived values of the rms scatter coefficients as a
function of grazing angle. Also shown are scatter model predictions representing expected results for
assumed rms sea slopes of 3° and 12° (see sec 6.3) Individual 90% confidence intervals of roughly
+2.5 dB may be attached to each of the data points of the figure. These confidence interval measures
are calculated in a manner similar to that employed in the ATS-5 data analyses (ref 5-6) and are assumed
to be dependent only upon the normalization factors used to derive GDIGI. Hence we assume the
sample space size in estimating <[I2>/<DI2> is sufficiently large so that its estimation variance may
be neglected.

In general, the experimental and theoretical T values predicted by the physical optics vector
scatter model are in close accord and agree well with experimental results reported for the FAA ATS-5
oceanic multipath tests (ref 5-6, fig 13). Other analytically derived estimates (ref 5-5, table 2-9)
agree well for the circular polarization modes and somewhat less well for the horizontal and vertical
linear polarizations,

We note that for grazing angles greater than roughly 10° the model predicts that rms sea slope
has a very small effect on the total energy content of the scattered signal. The scatter coefficient depen-
dency upon sea slope could not be determined explicitly experimentally because sea-slope measure-

tion. In the limit, as the surface slope approaches zero, the theoretical curves take on values predicted
by the relationship |DR|? , where D is the spherical-earth reflection coefficient and R is the smooth-
earth Fresnel reflection coeff: icient as evaluated at the specular point. This result corresponds to the
“steepest descent” closed-form integral solution to the scatter phenomenon (ref. 5-7) and, with the
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exception of the vertically polarized data in the vicinity of the pseudo-Brewster angle, yields predicted

" relationships that agree quite well with both the theoretical and experimental results of figure 5-17.

At the pseudo-Brewster angle, the expression IDR|? for vertical polarization is on the order of -20 dB,
which is seen to be roughly 5 dB below the experimental data and the scatter model surface integration
results.

Similar departures have also been observed for numerous VHF experiments (ref 5-8, p. 320)
as well as for an ATS-5 L-band multipath experiment (ref 5-6). These departures are a direct result
of the diffuse nature of the scatter surface; i.e., over the effective scatter region the reflection
coefficient associated with the rilted surface facets responsible for favorable reflection into the
receiver will differ from the reflection coefficient at the specular point. This effect is termed by us
as “Brewster angle fill-in.”” The effect is most pronounced for the vertical polarization probes at a
grazing angle equal to the Brewster angle since the reflection coefficient changes rapidly with local
grazing angle and all surface scatterers will have a reflection coefficient at least as large as (if not
much larger than) the specular-point value.

5.3 OCEANIC SCATTER PARAMETER SPREAD VALUES

Some of the most useful and fundamental measures of the oceanic multipath phenomena relate to
the spread values associated with the scattered signal’s delay spectra, Doppler spectra, time autocorrelation
function, and frequency autocorrelation function. In this section, these data are given for both hori-
zontal and vertical polarization probes as conducted during the in-plane and cross-plane flight directions.
For the delay and Doppler spectra, the total two-sided 3- and 10-dB spreads are presented, whereas
only the one-sided 3-dB spread is given for the autocorrelation functions.® Figure 5-18 illustrates these
quantities for the respective channel distributions.

In comparing the experimental spread results to theoretical expectation, primary emphasis is
placed on predictions derived from the surface integration scatter model (see sec 6). Model results
generated for rms total sea slopes of 3°, 6°, and 12° tend to indicate that the majority of flight test
conditions were associated with the higher slope values. Hence in this section we use the average of the
model predictions for the 6° and 12° sea slope as our theoretical expectation standard. Although this
procedure is not rigorous, one may consider this to be representative of model results roughly

6For the autocorrelation functions, the 10-dB spread values occasionally exceed the resolution
capabilities associated with the prober chip rate and Fourier transforms processing algorithm.
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corresponding to rms sea slopes on the order of 9°.7 For comparison, we note that the average of all
filtered (Neumann spectrum) sea slopes observed for the North Atlantic ATS-5 experiment (ref 5-6)
was 6.8°, with maximum and minimum values of 12.1° and 3.4°. The concept of filtered slope is
introduced to account for the finite spatial resolution capabilities of the L-band electromagnetic wave-
length (i.e., the small-scale structure of the surface does not appreciably affect the forward-scatter
mechanism, but may comprise a significant component of the actual surface slope).

Throughout this discussion, comparisons between measured results and predictions based on
the closed form “steepest descent” integration techniques are also made.

5.3.1 Delay Spread

Delay spreads for the horizontal and vertical polarization probes are given in figures 5-19 and
5-20, respectively. The solid-line relationships in these figures correspond to the scatter model surface
integration prediction as evaluated for the average of the 9° and 12° rms sea-slope conditions. A very
weak increase in spread value for an increase in elevation angle is exhibited by the horizontal polar-
ization data and by the 3-dB spread values of the vertical polarization data. For the 10-dB vertical
polarization results, we observe a small increase in the spread for grazing angles in the vicinity of the
pseudo-Brewster angle. Both these results are predicted by the scatter model, with the Brewster
angle effect also being illustrated mildly by the vertical polarization 3-dB spreads. The increase in
the spreads for the vertical polarization probe in the vicinity of 6° is related to the same phenomenon
referred to previously as “Brewster angle fill-in.”

For elevation angles between 10° and 31°, the horizontal polarization 3- and 10-dB spread
measures are typically 0.7 and 3,0 usec, respectively; for the vertical polarization case, these measures
are slightly larger and take on typical values of 0.9 and 3.3 usec. The dispersion associated with the
experimental data may most certainly be ascribed to day-to-day changes in the surface rms slope.

An estimate of the antenna pattern’s spatial filtering influence on the delay spread measures
may be obtained by referring to section 5.6. Even though the spatial filtering effects were evaluated
for the in-plane flight geometry coupled with a horizontal polarization mode, the delay spread (and
coherence bandwidth) results should be somewhat typical for the other polarization and flight direc-
tion combinations. Thus as a generalized prediction we anticipate that at the high end of the grazing
angle range (i.e., 31°) the 3- and 10-dB spread measures are underestimated by 2% and overestimated

7Since the averaging of model-predicted results for slopes of 6°and 12° does not rigorously correspond
to model predictions for slopes of 9°, the reader may, as an alternative, compare the experimental
results with model predictions for specific slope values. “Model-predicted” curves for slopes of 3°,
6°, and 12° are given in section 6 for several multipath channel parameters.
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by 7%, respectively. Similarly, at a grazing angle of approximately 79 the 3- and 10-dB spread measures
are both overestimated by 11% and 3%, respectively.

Closed-form integral solutions of Mallinkcrodt (ref 5-9) and Bello (ref 5-1) may be used to
obtain “steepest descent” results for the delay-spectra spread values. Using Bello’s formulation, we
write the delay spectra as:

Q) = LK - [_ (sm v -;Ié/sm 7)] IO((l/sm 7.’)2K sin 7)>r i (5-3)
where:
Q(71) = delay psd
T = delay time
v = grazing angle
K = aparameter embodying the rms sea slope, aircraft altitude, and speed of light.

For the oceanic probe configuration, the aircraft altitude was roughly constant for the entire
flight series. Thus, in our case K varies according to the rms slope changes only. Assuming a constant
slope, we may use the above relationship to predict the grazing angle dependence of the 3-dB spread
values. Relative to the spread at 5°, T 5(5 ), these values are:

7 5(10°)/7 5(5°) = 1.5

7 5(20°)/r 5(5°) = 2.4

7 5(30°)/r 5(5°) = 3.1. (5-4)

Similarly, for the 10-dB spread angular dependence we have the following relative values:

7 1(10°)/7 1(5°) = 1.238
7 1(20°)/r 1(5°) = 1.234
7 1(30°)/r 1(5°) = 1.185. (5-5)

For the horizontal polarization results of figure 5-19, the above relationships appear to follow
the trend of the experimental data quite well. Sinee the “steepest descent” spread parameter estimates
are not dependent upon the polarization of the electromagnetic wave, theyobviously are incapable of
predicting the observable difference between the horizontal and vertical polarization data sets.
Compared with the physical optics vector scatter model, the steepest descent estimates in general
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provide a somewhat poorer representation of the lower grazing angle vertical polarization data results
shown in figure 5-20. This, of course, is to be expected since the steepest descent integration technique
assumes all deterministic surface parameters take on their specular-point values, and thus it does not
account for the rather extensive variation that the vertical polarization reflection coefficient experiences
over the effective scatter surface.

5.3.2 Frequency Coherence Bandwidth

The term coherence bandwidth is used to describe the spread parameter measure associated with
the multipath’s frequency autocorrelation function. It in essence provides us with an upper frequency
limit to which two simultaneously transmitted L-band carriers may be separated yet still meet a
specified degree of correlation at the receiver. For this presentation we are concerned with the 3-dB
coherence bandwidth (i.e., the received signals have a correlation coefficient of 0.5). We deal only with
the sea-returned energy and do not include the effects of the excess time delay between the specular-
point return and the direct line-of-sight signal. For direct plus multipath signal analyses, this excess
differential delay is very significant and hence one cannot use the results presented herein to directly
predict the coherence bandwidth of the composite channel.

Figure 5-21 contains as a function of elevation angle the experimentally measured 3-dB
coherence bandwidth values for both horizontal and vertical polarization probes. Because the frequency
autocorrelation function is derived solely from the channel’s delay-spectra distribution, it is notdepend-
ent upon the airplane heading direction. Thus the results from both in- and cross-plane geometries have
been combined. It is observed that the experimental results range from a low of 70 kHz to a high of
380 kHz, with a typical value of 200 kHz. The data trend does not exhibit a strong dependence upon
grazing angle, although we do note a slight tendency for the results to increase with an increase in
grazing angle. This dependency is in accord with the model prediction curves, which also predict a
3-dB coherence bandwidth value that, over the range of elevation angles of interest, is on the same
order as the average of the experimental results. We also observe that for the lower grazing angles, the
vertical polarization results are generally lower than their horizontal polarization counterparts whereas
the opposite trend appears for the larger grazing angles. Again, this observation is in agreement with
the model prediction results.

As shown in section 5.6, antenna spatial filtering effects on the 3-dB coherence bandwidth
measurements are predicted to be rather minimal, with underestimation percentages of 4% and 7%
being associated with the low and high ends of the grazing angle range, respectively.

Steepest descent integration predictions of the multipath coherence bandwidth may be

obtained by using the following expression (see Staras, ref 5-7; or Bello, ref 5-1) for the frequency
autocorrelation function:
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+i 27K\Q

R(0.Q2) = [(1 oy

) (1 +i27K € sin 7)] Y (5-6)

where:
R(0.£2) = complex frequency correlation function

Q = frequency separation
0% = grazing angle
K = a parameter embodying the surface slope, aircraft altitude, and speed of light.

As in the delay spread discussion, one may assume K to be constant and thereby generate the
grazing angle dependence of R(0,§2). Relative to the 5° grazing angle, the following 3-dB coherence
bandwidth relationships are obtained:

25(10°)/2 5(5°) = 1.95
2 5(20°)/2 5(5°) = 3.3
Q5(30°)/2 5(5°) = 4.0, (5-7)

where Q'S(a) is the 3-dB coherence bandwidth at elevation angle v.

With the exception of the slight polarization biases exhibited by the respective data sets, this
relationship is observed to provide a fairly good fit to the grazing angle dependence shown by figure 5-21.

5.3.3 Doppler Sprg?_a_q

Results from the spread measurements on the multipath’s Doppler spectra are given in figures
5-22,5-23. and 5-24. The first two figures correspond to in-plane flight directions for horizontal and
vertical polarization probes, respectively, whereas the third set presents the cross-plane spreads for both
polarizations. The solid curves in each figure represent predictions derived from the surface integration
scatter model. As previously discussed, the plotted model results are the average of predictions for rms
sea slopes of 6° and 12° and thus represent a first-order approximation corresponding to an rms slope
condition of 9° (see discussion and footnote 7, page 5-37).

For all four combinations of prober polarization and aircraft flight direction, the experimental
data trends and model predictions are in fairly close agreement. In particular, it is observed that:

a.  The data trend shows a definite increase in Doppler spread for an increase in grazing angle.

b.  Both the 10- and 3-dB Doppler spread values are appreciably influenced by flight direction,
with the in-plane geometry (especially for the lower grazing angle conditions) producing
smaller spreads than the cross-plane condition.
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Figure 5-22. Oceanic Doppler Spread Results — Horizontal Polarization, In-Plane Geometry
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Figure 5-23. Oceanic Doppler Spread Results — Vertical Polarization, In-Plane Geometry
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¢.  For the in-plane data ensembles, the spreads corresponding to vertical polarization are
typically larger than their horizontal counterparts.

The physical explanation of the above observations is discussed in section 5.2.4, which relates to the
multipath Doppler spectrum characteristics.

Two fairly significant factors are predicted to provide an overestimation bias to the in-plane
low-angle Doppler spread experimental measurements. One factor relates to the antenna’s spatial
filtering effects which, as shown in section 5.6, result in overestimation biases on the order of 9% and
29% for the low-grazing-angle Doppler spread 3- and 10-dB measures, respectively. Antenna pertur-
bations for the high-grazing-angle conditions are not nearly as significant, with the 3-dB measure
being underestimated by 1% and the 10-dB spread measure being overestimated by 8%. The second
overestimation bias factor pertains to aircraft heading meanders that would cause the flight direction
vector to deviate somewhat from the true in-plane geometry condition. As discussed in section 5 2.4,
the Doppler spectrum for low-grazing-angle in-plane flight direction conditions is very peaked and thus
possesses a relatively small spread measure. As the flight vector moves away from the in-plane direction,
the spectrum becomes increasingly more Gaussian-like and consequently is associated with a larger
spread value. Assuming the aircraft flight vector is offset by 7° from the in-plane direction, the scatter
model of section 6 predicts that for a 9° rms surface slope the Doppler spreads for the 10° grazing
angle geometry are larger than their in-plane 3- and 10-dB counterparts by 89% and 47%, respectively.

Steepest descent channel barameter estimation techniques predict a Gaussian Doppler psd with
bandwidth given by:

)
c )
f(y) « C—>°slope sin y [Vlz + VI2] ’ (5-8)
where:

fly) = 3-or10-dB Doppler spread measure

fC = carrier frequency

c = velocity of light

Oslope = rms surface slope

0% = grazing angle

\ = aircraft cross-plane velocity

\4 = aircraft in-plane velocity .

For the flight tests, (VI2 + VJ_z)l/2 was generally on the order of 200 m/sec; thus for a constant sea-
slope condition, the above relationship predicts a sin 7Y grazing angle dependence for both Doppler
spread measures.
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In general, this relationshjp adequately d escribes the Cross-plane geometry spread results which,
like the “steepest descent” predictions, have previously been shown to be associated with a spectrum of
the Gaussian form.

Since the in-plane flight direction Doppler spectrum is highly non-Gaussian (especially for the
low-grazing-angle conditions), it is not surprising that the “steepest descent” spread re[ationship fails to
provide a close fit to the trend of the experimental data. For example, from figures §-22 and 5-23 we
observe that between the range of grazing angles from 7° to 19° the observed typical Doppler spread
results increase by approximately 900%, whereas the sip 7 relationship yields a predicted increase of
only 170%.

Again, as for the delay spread predictions, we also note that the Steepest descent results do not
account for the observed polarization dependencies of the data sets,

534 Decorrelation Time
—o e on Lime

Decorrelation time provides us with an upper limit on the time separation for which two L-band
carriers, transmitteq at the same frequency, will still meet a specified degree of coherency at the
receiver, It ig derived from the time autocorrelation function of the multipath channel, and for this
document we have selected the 3-dB spread measure (i.e., that time separation that produces a norm-
alized correlation coefficient between the two received signals of 0.5). Asin the coherence bandwidth

The ex perimental results are in relatively good agreement with theoretical predictions. For
both flight geometry directions, the data trend implies a decrease in decorrelation time for an increase
in elevation angle. Typically, the data set averages imply decorrelation values on the order of 7 to
10 msec and 2 to 3 msec for grazing angles in the vicinity of 8° and 30°, respectively, It is apparent
that the vertica] polarization probes and the cross-plane flight direction produce modestly smaller
decorrelation times than thejr respective orthogonal barameter counterparts, This tendency appears
to be maximized for grazing angles in the vicinity of the Brewster angle,

Antenna spatial filtering effects upon the decorrelation time estimates for the in-plane geometry
Case are given in section 5.6 and indicate that for both high- and low-grazing-angle conditions the
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the high-grazing-angle case is rather modest (& 7%), whereas for the low-angle condition the under-
estimation bias is approximately 30%. Referring again to figure 5-25, we note that the trend of the
experimental data points as compared to the trend of the theoretical predictions is consistent with

this contention.

Since the Doppler psd and time correlation function are Fourier transform pairs, the steepest
descent solution to the time correlation function yields a Gaussian distribution with spread bandwidth
inversely proportional to equation (5-8); i.e.,

Es(y) = « 1/siny, (5-9)

1
wf 5()
where:
£ 5(y) = decorrelation time (3 dB)
f_ 5(7) = Doppler bandwidth spread (3 dB)
Y grazing angle.

For both the in-plane and cross-plane flight directions, the data sets are observed to exhibit a
grazing angle dependence somewhat similar to the above relationship. However, as for the other spread
parameter predictions, we again note the inability of the “steepest descent’ to properly account for
the polarization differences in the in-plane data ensembles.

5.4 TIME-DOMAIN STATISTICS

Analyses have been performed on the SACP’s complex tap outputs to determine the following
statistical measures of the multipath channel’s time-domain representation:

a.  Histograms of the delay tap’s I component amplitude, Q component amplitude, and
phase

b.  Goodness-of-fit (x* test) comparisons of the above with theoretically predicted distri-
butions

¢.  Correlation of a tap’s I component with its Q component

d.  Autocorrelation and cross-correlation of the individual tap processes within a common
tap bank

e.  Cross-cotrelations and cross-power spectra estimates of the tap processes taken from the
cross-polarization banks (i.e., vertical and horizontal),

Results from these measurements are given in the following sections.
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5.4.1 Tap I and Q Amplitude Distributions

Amplitude probability distributions in the form of histograms are derived for the I and Q
components of a given delay tap through the application of standard numerical grouping techniques
Prior to histogram sorting, three operations are performed on the input data.

a. The data may be optionally desampled to improve the independency of the sample
space array,

b. A dither signal is added to each of the desampled data points. This is necessary since
the quantizing levels of the digital SACP receiver’s output are not significantly smaller
than the bin widths of the histogram. The SACP receiver outputs are given as eight-bit
entities ranging between -128 and +127 (receivervolts). In accord with the two’s-comple-
ment arithmetic of the receiver, the dither signal is chosen from an ensemble whose
values are uniformly distributed between 0 and 1. A new dither signal is used for each
signal input value.

¢. The mean and standard deviation of the desampled, dithered array is determined; i.e.,

o> == (xj -2, (5-10)

After the sample’s mean and standard deviation have been determined, the algorithm then
sorts the input sample array into three histogram distributions. All three histograms are calculated
for each tap component. The sorting techniques are achieved as follows:

Histogram 1: Consists of 20 bins ranging between - o0 and + oo, with the 18 interior bins
being of equal width and spanning the range (-30,+30).

Histogram 2: Similar to histogram 1 except bins are combined with their nearest
neighbors if the observed frequency is less than 2% of the total elements in the sample
space. )

Histogram 3: Bin widths are selected so that the expected frequency (see below for
discussion pertaining to expectation model) for each bin is 5%. Thus there are 20 bins
total.
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The three histogram distributions are then tested for normality. This is carried out via the x?
goodness-of-fit test. The observed x? statistic is calculated as:

N
X’ obs =Z M (5-11)

EF: i
i=1 !
where:
N = number of bins in the histogram
EF; = the expected number of data points falling into the ith bin
OF; =  the observed number of data points falling into the ith bin.

Parameter EFi is based on the assumption of a Gaussian distribution whose mean and variance are
derived from the sample space array; i.e.,

T = exp [ 29" 4g (5-12)
1 2mo 20 ’

where t; is the upper limit of the voltage range associated with the ith bin.

Knowing the x? statistic and the number of degrees of freedom (N-3) associated with each
particular histogram, we are then able to determine the following cumulative probability:

N-3
| Xobs (T ']) -y/2
/ y e dy-

(5-13)

This represents the probability that a sample space selected from a Gaussian distribution with the same
mean and variance as the test case will produce a x? value less than that of the observed sample (i.e.,
if P(x® < X%)bs ) is consistently greater than 0.9, we would have reason to doubt the normality of the
data). In the following discussions we refer to P()(2 < x%)bs) as the confidence level measure.

Sample histograms presented in figures 5-27 through 5-30 are representative of the results
obtained from the amplitude distribution analyses. Also presented in these figures are the tap’s phase
distribution histograms, which will be discussed in the following section. For each distribution we
present the experimental results and the theoretical expectation, which appear as the piecewise
constant and the smooth curves, respectively. The amplitude distributions correspond to histogram
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sorting technique 1 and thereby consist of 20 bins ranging between — oo and +eeo, with the 18 interior
bins being of equal width and spanning the range (-3¢,+30). The sample mean and standard deviation
of each distribution are presented directly below the histogram descriptor.

In selecting the sample histograms for presentation, we have chosen data that correspond to:

Noise only (i.e., a tap prior to specular-point energy): figure 5-27
Low angle, cross-plane multipath: figure 5-28

Low angle, in-plane multipath: figure 5-29

High angle, in-plane multipath: figure 5-30.

a o o P

These figures show the high degree of correlation that exists between experimental results and the
assumption of a Gaussian amplitude probability distribution.

Prior to presenting quantitative measures pertaining to the degree of correlation, a few obser-
vations regarding the noise-only case of figure 5-27 deserve comment. In particular: (1) the standard
deviation of the I component is significantly greater than that of the Q component and (2) each
component has a negative bias. These features, which also characterize the multipath-present tap
processes, are related to receiver quadrature component differential gains (most likely associated with
the analog-to-digital converters of the I and Q channels) and to the two’s-complement arithmetic
and A/D conversion of the receiver (induces negative bias). Both receiver perturbations significantly
affect the phase distribution of the tap signal, as will be discussed in the following section. Additional
effects of these perturbations upon other aspects of the channel characterization (e.g., S(7,w)) are
small and (1) may be reduced by noise-removal algorithm application (dc bias) or (2) can be shown
to be negligible (see app. B).

Results from the x? goodness-of-fit tests indicate that the degree of correspondence between
the observed and hypothesized Gaussian distribution for both tap components does not vary with polar-
ization, flight direction, or elevation angle. In total, the observed x? statistics agree very well with
expectation and provide no basis for rejecting the Gaussian hypothesis. Results relating to the P(x2 <
Xg)bs confidence level frequency of observation are presented in figures 5-31, 5-32, and 5-33. These
data were obtained from histogram sorting techniques 2 and 3 and represent results for the I compo-
nent, Q component, and lumped I and Q test results, respectively. In presenting this information,
we note that if the distribution hypothesis is true and as the number of observations becomes large, the
P()(2 < Xg)bs ) frequency of occurrence will be uniformly distributed over the range (0,1). On the other
hand, as the actual and hypothesized distributions become increasingly dissimilar, the P(x? < X?)bs)
results will exhibit a definite propensity to fall into the upper limit tail of the (0,1) region. Examina-
tion of the results given in figures 5-31 through 5-33 yields visual evidence to support the uniform dis-
tribution for the P(x2 < X%)bs) frequency, which in turn implies acceptance of the Gaussian amplitude
statistical hypothesis. Quantitatively we observe that the I, Q, and sum total P()(2 < X%)bs) distri-
butions have mean values of 0.53, 0.51, and 0.52, respectively, values in close accord with the expected
results of 0.5. Asan additional quantitative measure, we compare the observed P(x2 < x%)bs) distri-
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butions to the expected uniform function via the x?> goodness-of-fit tests. These tests yield x?
statistics associated with confidence levels of 0.70, 0.38, and 0.69 for the I, Q, and sum total compo-
nents, respectively. Hence we again have no basis for rejecting the test statistic hypothesis.

5.4.2 Tap Phase Distributions and Joint Amplitude Statistics

5.4.2.1 Phase Distributions — We define the phase, ¢, of the complex tap-received signal as

¢; = tan’l QL (5-14)

where Q; and I; are the ith samples of a particular tap’s quadrature phase and in-phase components,
respectively.

The algorithm for determining the probability distribution histogram operates on the same
desampled, dithered I and Q data values that are input to the amplitude statistics routine. Twenty
equal-length bins are used for the histogram structure, which extends from -180° to +180°, Via the
x? goodness-of-fit test as described in section 5.4.1, the observed bin densities are compared to a
hypothesis resulting from the two-dimensional Gaussian distribution whose quadrature components
are independent with nonzero means and nonijdentical variances; i.e.,

1 (-#1)2 (Q -IJQ)Z
W I, = - - - : ’ B
(LQ) 3ra19q exp 207 Zog? (5-15)
where:
W(I.Q) = joint probability density of the tap output taking on the specific I and Q values
0p9Q = standard deviations of the I and Q processes
HIHQ = means of the I and Q processes.

The phase probability density may be derived by transforming the above relationship to polar
coordinates and integrating over the total extent of the radial dimension; i.e.,

=)

o (pcoso-m)  (psing -uQ)’
eI 210100 f pexpm T T 200’ dowi  (5-16)

p=0
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Knowing P(¢), we then calculate the expected bin frequencies by integrating over the appropriate
¢ range and use steps similar to those described in the previous section to obtain the x? statistic and
its confidence level measure P(x2 < x%)bs)'

Receiver influences (i.e., differential quadrature gains and the mean level negative bias) in
general are such that:

and

Under these conditions, the P(¢) density exhibits a sinusoidal-like distribution with local maxima in
the vicinities of ¢ = 0° and ¢ = +180° and local minima near ¢ = £90°. Due to the negative mean
level bias for both I and Q components, we also note that the absolute maxima occur near the

¢ = £180° value whereas the ¢ = +90° region corresponds to the absolute minimum of the function.
These features are very evident in both the experimental and theoretical phase probability distributions
presented in the examples of figure 5-27 through 5-30.

Tap processes corresponding to high- and low-grazing-angle conditions coupled with in-plane
and cross-plane aircraft flight directions have been subjected to phase distribution tests. The results
from these analyses provide no indication that the x2 statistic is biased one way or the other by any
combination of the above system parameters. In figure 5-34 the occurrence frequency of the x2
test’s confidence level measures, P()(2 < Xg)bs)! is plotted. In total, over 100 distribution tests were
conducted; an average confidence level measure of 0.64 is produced by these results. This average
(which is considerably greater than the expected result of 0.50), coupled with the fact that the
P(x? < X?)bs) observation frequencies are skewed toward the high end (i.e., hypothesis rejection) of
the distribution as opposed to being uniformly distributed, gives some evidence that the assumed P(¢)
distribution may be slightly inexact. Since the I and Q' amplitude densities appear to be well
modeled by the Gaussian distribution (see previous section), we are led to conclude that the indepen-
dence assumption may not be totally valid. This result is in accord with the results of section 5.4.4,
where we observe that the cross-correlation coefficient between the T and Q components was con-
sistently found to be on the order of 0.05. Potential causes for the slight degree of dependency appear
to be related to receiver device perturbations as discussed in section 5.4.4.

5.4.2.2 Joint Amplitude Probability Distribution — The preceding analysis relates to the phase dis-
tribution created by random variations associated with the orthogonal components of a complex tap’s
output. Coupled with the results of section 5.4.1, this is closely equivalent to the following discussion,
which pertains to the joint amplitude statistics of a tap’s T and Q outputs.
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Using histogram sorting technique 3 (see sec. 5.4.1) as applied to the marginal distribution of
the 1,Q realm, we create the joint histogram of the complex process. Results from this grouping
operation are then compared (x*) to a test hypothesis derived from the histograms of the individual
I and Q tap amplitude analyses under the assumption of statistical independence; i.e.,

EF(I,,,Q,) = [EFI)]1{EF(Qp)] (5-17)
where:

EF(Im,Qn) = expected number of complex receiver points whose I and Q values
simultaneously fall in the mth I bin and nth Q bin

EF(I,)) = measured number of I component values falling into the mth I coordinate
bin

EF(Q,) = measured number of Q component values falling into the nth Q coordinate
bin

Results from the x> goodness-of-fit comparison tests are presented in figure 5-35. In accord
with conditions implying hypothesis acceptance, we note that the P(x2 < X?)bs) results are fairly
well distributed in a uniform manner and possess a mean value of 0.54. Quantitatively we observe a
x? significance level of 0.24 when comparing the P(x2 < X?)bs) results with uniform distribution.
Considering the results associated with the 1,Q correlation coefficients and the phase distribution, one
might expect that the joint statistics analysis would produce a more significant bias in the P()(2 < X%)bs)
measures toward the high end of the distribution (i.e., the I and Q components are slightly correlated,
most likely due to receiver perturbations). We note that this high-side bias is visually in evidence,
especially in the range 0.50 to 0.85, with the relative differences between this distribution and those
for the phase P()(2 < xzobs) distribution possibly being due to insensitivities in one of the histogram
grouping procedures.

5.4.3 Tap I and Q Dependence

As a first-order approximation, one may consider that a particular correlator tap centered at
delay 7 from the specular-point return intercepts all energy scattered into the receiver whose delays
lie within the range [r-A/2,7+A/2], where A is the code chip width. Translated to the surface,
these returns may be shown to define an ellipsoid-like band that encircles the specular point. For
nonzero values, the area included in each band is very extensive. Thus, if the surface is assumed to be
random and rough in the electromagnetic sense (i.e., surface is nonperiodic and has height undulations
greater than electromagnetic wavelength), we expect that the phase of one return from this area
relative to any other return is uniformly distributed between 0 and 2. This implies that a tap’s
in-phase (I) and quadrature-phase (Q) components are statistically independent since at any given
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instant of time there should be numerous returns falling into each tap. We test this hypothesis in two
ways: (1) by determining the tap phase statistics histogram (see sec 5.4.2) and (2) by calculating the
zero-lag correlation coefficient between the 1 and Q data samples;i..,

<IQ> -<1><Q>
UIUQ

Although not all flight test collection intervals have been subjected to this analysis, the
resultant correlation coefficients imply that the I and Q samples are strongly independent. However,
we do note that a consistent positive bias in the RI /Q(O) values is exhibited by the total data base
examined, In general, values ranging between roughly -0.02 and 0.12 are returned from the Rj /Q(O)
analysis, with an average value on the order of 0.05 being obtained for the total ensemble. We illustrate
this for several flight test cases presented in figure 5-36 where RI /Q(O) is plotted versus tap number.
For each of these cases we include the results for several taps preceding the specular-point return tap,
which serves as the demarcation between the “‘noise present only” and “multipath present” tap bank
regions, It is important to note that the positive bias in the RI/Q(O) function is displayed by both
regions of the tap bank (i.e., for noise-only region, an average RI/Q(O) value of 0.047 is obtained
whereas for the multipath-present realm it equals 0.06). Thus we find it plausible to conclude that
the consistently small but positive degree of correlation between the 1 and Q tap processes is due
primarily to characteristics of the receiver and not to a surface phenomenon. The SACP’s 70-MHz
analog quadrature-phase splitter appears to be a very likely candidate for such a receiver perturbation.
Typically, such devices are specified to provide outputs that may be up to +3° away from orthogonality
and have isolation ratios on the order of 30 dB at the 70-MHz frequency. Both of these factors may be
shown to produce an erroneous RI/Q(O) bias equal to or in excess of the observed 0.06 value.

With respect to the variations of the 1/Q correlation coefficients about the 0.06 mean value,
the sample space size was on the order of 1000 for each case. Since the algorithm was configured to
desample the data array by a 10:1 factor prior to the statistical analysis, one may consider the 1000
points to be statistically independent. Thus one expects the standard deviation of the parameter
estimates due to finite-sample space size to be on the order of 0.03. The observed amount of fluctua-
tion associated with the RI/Q(O) quantities is seen to be in accord with this value.

5.4.4 Tap Process Cross-Correlations (Copolarization)

Model predictions associated with aeronautical satellite oceanic channel characterization are
invariably associated with the assumption that the surface scatter elements are uncorrelated. For
example, one may refer to the work of Bello (ref 5-1) with respect to wide-sense stationary uncorre-
lated scattering (WSSUS) channel or to the surface integration model described in section 6. As a test
of this hypothesis, we investigate the cross-correlation properties of the complex tap processes contained
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within a common polarization correlator bank. The cross-correlation function (mean removed) is
generated in a normalized form as described in section 4.2.

Indicative of the results obtained from this analysis are the data sets presented in figures 5-37
through 541. These data correspond to a variety of test conditions as delineated in table 5-2; note
that the first figure represents results from a noise-only region of the tap bank. The data presentation
format displays a family of normalized cross-correlation functions spaced on both sides of a center
curve that pertains to a particular tap’s autocorrelation function (referred to as the principal tap). Each
distribution offset from the center corresponds to the correlation between the principal tap and a tap
separated from it by an amount equivalent to the offset of the curve (i.e., *1,2,3,...). Approxima-
tely 13 sec of real-time data is used for each cross-correlation estimate (10,000 samples).

TABLE 5-2. TAP PROCESS CROSS-CORRELATIONS: FIGURE REFERENCE

Test Elevation

date, angle, Airplane Region of
mo-day-yr deg heading tap bank Figure

I 4-2-75 Not applicable Not applicable tspec'o'z Msec 5-37
{noise only)

4-2-75 7 In-plane tspec+0'8 usec 5-38(a)
4-2-75 7 In-plane tspec+2'2 psec 5-38(b)
4-2-75 1 Cross-plane tspec” .0 usec 5-39
3-31-75 15 Cross-plane tspec+0.6 Msec 5-40
2-27-75 31 In-plane tspe0+0.8 Hsec 5-41

In general the following three features are observed to be common to each of the data sets.

a. The zero tap offset relationship, i.e., the tap autocorrelation function, shows distinct
signal structure patterns that are related to the aircraft heading and grazing angle; these
are discussed further in section 5.4.5, which deals with the tap-gain autocorrelation func-
tion. We also note that the autocorrelation function has a sharp spike8 at the zero-lag
value of the time separation coordinate. This is a direct result of the wideband receiver
noise present in each of the taps. Between any two taps the noise process is essentially
uncorrelated, and thus we do not observe the zero-lag spike for the cross-correlation
distribution. As previously stated, the principal tap of figure 5-37 contains no multipath
signal structure and thus gives a good representation of the noise contributions to the
autocorrelation and cross-correlation results.

8That is, location of principal tap with respect to specular-point return (tspec)'
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Figure 5-37. Tap Process Cross-Correlations — Noise-Only Tap Bank Region
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For unity tap separation, the cross-correlation distributions are fairly significant and
(especially for the low-angle in-plane cases) have the appearance of being attenuated
replicas of the autocorrelation process. This should nor be interpreted to imply that the
surface scatter elements that reflect energy into adjacent taps are highly correlated. It
results from the fact that adjacent taps have a delay region of commonality over which
their code correlation properties intercept significant energy. An estimate of the “over-
lap” effect on the cross-correlation properties of the time-dispersed multipath process is
given in appendix C; for the purpose of this discussion we extend the analysis to account
for the fact that the multipath delay spectra may exhibit appreciable variation over the

duration of one or two taps. The normalized overlap contribution, Ry(n), between taps
n and n-1 is to close approximation given by:

f QAN (7 - nT ) ¥ (7 -nTq + Tp) dr

R.(n) = -o0 - - (5-19)
(8] -]
/ QNI (r - 1T dr f QNI (r - nTy + TP dr|”
— oo - 00

where:

Q(7) = multipath delay power spectral density

Y¥(7) = correlation property of the sampled PN probing sequence

T, = prober PN sequence chip width.

Under the assumption that Q(7) is constant over the duration of two taps, R,(n) may
be evaluated in a closed form. For the case where the receiver signal processing analog-to-
digital sampling rate is infinite, Ro(n) is equal to 0.25; when the sampling rate is twice
as fast as the prober’s chip rate, Ro(n) decreases to 0.17.

For all data sets analyzed under this topic, the 2-to-1 sampling rate to chip rate factor

was in effect; thus we may use the 0.17 value for R,(n) as our baseline. When the
experimental Q(r) distribution is included in the above relationship, one must revert to
numerical integration techniques to derive an estimate of Ro(n). Applying this method to
the appropriate delay spectra associated with the examples of this section, we obtain
results that do not generally differ from the 0.17 baseline by more than £10%. This
relatively small variation may be attributed to the fact that the nonuniform properties of
the Q(7) distribution affect the numerator and denominator of the above R,(n) rela-
tionship by the same order of magnitude.
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Comparison of the nonzero lag values for adjacent tap cross-correlations in general confirms
that the expected 17% commonality factor is realized. Use of the nonzero lag values avoids
the substantial noise bias effects of the zero-lag autocorrelation function.

¢.  When two taps are separated by two or more chip widths, their degree of correlation is
observed to be very small if not entirely negligible. Typically, the cross-correlation magni-
tudes for these conditions do not exceed the 0.05 value. We also note that the neighboring
values of a cross-correlation estimate exhibit a high degree of correlation among them-
selves.

Both of the above observations under item ¢ may be investigated through use of the following

relationships (derived from J enkins and Watts, ref. 5-10), which holds valid under the assumption that
the tap outputs are uncorrelated and taken from Gaussian processes; i.e.;

g m®r] = 9 (£nn® Pmm®)

r=-00
[« =]
E Pn,m(D Pm m{+e)
S St : (5-20)
[ <]
Pnn(™ Pm,m®
r=—0°
and
oo
E Pn,m® Pm m@th)
. _ r=-00 y
Rn,m(k,,k+ B) = e ; (5-21)
E Pn,n( P, m(r)
t=-00
where:
E ﬂpnm(k)lz] = variance of o, y(K), the cross-correlation estimate between taps n and
m atlag k
R, m(k,k+[3) = the degree of correlation between the kth and (R+f)th lag estimates for
the cross-correlation process of tap n and m
Pa.n( = the autocorrelation process of tap n at the rth lag output
N = number of points in the array over which the cross-correlation estimates

were derived.
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For our analyses, N = 10,000 and the summation Zppn(M Pmm(r) takes on typical values of
1 and 4 for the cases where both n and m are noise-process-only taps and where they are both occu-
pied by multipath, respectively. Hence one expects estimation standard deviations on the order of
0.01 for the noise cross-correlations and 0.02 for the multipath cross-correlation. In general, these
values appear to be well suited to the observed fluctuations of the cross-correlation estimates.

With respect to the degree of correlation between neighboring values of a particular cross-
correlation estimate, we note that Rn,m(k,k + ) is dependent only upon the lag separation f and is
influenced solely by the nature of the nth and mth taps’ autocorrelation function. Hence, even when
tap n and m are uncorrelated, if either pn,n(r) or p'm’m(r) falls off more slowly, then the neighbor-
ing points of the cross-correlation estimate will be highly correlated. This is dramatically illustrated in
figure 5-37, where the principal tap (24) is noise-only and tap 25 is the first tap to capture multipath.
Thus taps 24, 23, and 22 have autocorrelation functions that are essentially 1 at the origin and 0 else-
where, whereas taps 25 and 26 have autocorrelation functions that change slowly. Therefore, when
tap 24 is correlated with another noise-only tap, the neighboring lap outputs are not correlated to each
other; on the other hand, neighboring lag outputs for the correlation of tap 24 with a multipath-present
tap are observed to be highly correlated (in fact, Rn,m(k,k +0) = Pmm(B); m 2 25) and thus exhibit
a much slower variation across the correlation function. As discussed in section 5.4.5, the tap process
autocorrelation function decays more rapidly for an increase in delay; consequently we expect the
neighboring lag outputs to become less correlated as the tap number increases. This result is also
observed in the data structure, as may be seen by comparing figure 5-38 with figure 5-39.

5.4.5 Tap-Gain Autocorrelation Function

In the tapped delay line synthesis and interpretation of the multipath scatter phenomena it is
important to have a knowledge of the channel’s tap-gain autocorrelation function. This parameter is
proportional to the autocorrelation of the returned signals’ fluctuations in the complex tap gain at a
specified delay (ref 5-1). It may be related to the channel scatter function and time-variant impulse
response as follows:

Q.0 =fS(T,w( el 2mWE g4, (5-22)
= <h (@) h*(rt+{) > (5-23)

where we have assumed the surface is random wideband (i.e., no periodic component) and where the
following definitions are used:

Q(¢,7) = tap-gain autocorrelation function for delay 7 and time lag ¢
S(7,w) = delay-Doppler function (sec 5.1)

H(t,r) = complex time (t) variant channel impulse response for returns with delay equal to 7.
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For this report, DRandA emphasis has been devoted to characterizing the multipath process at
the delay-Doppler coordinate system of the receiver. Thus it is instructive to consider the first of the
above relationships as an aid for interpreting the Q(&,7) data and also to provide an extension of the
results presented previously for the S(7,w) function.

To begin, we note that Q(&,7) is equal to the inverse Fourier transform of S(r,w) on the
Doppler variable. Hence, Q(£,7) is influenced not only by sea slope, polarization, and elevation angle,
but also by the aircraft heading. Since the tap Doppler spread increases for increasing 7 and elevation
angle, we expect that each tap’s decorrelation time will decrease for an increase in these parameters. The
aircraft heading effects upon Q(£,7) may be predicted by recalling that for in-plane geometry, the
S(r,w) is characterized by distinct high-energy spectral humps that occur for each tap at the extremi-
ties of the range over which Doppler returns are physically possible. For taps on the order of 0.5 usec
or more removed from the specular return, very little energy falls between these humps; for the cross-
plane geometry case, each tap’s Doppler spectrum has an energy distribution across the permissible realm
that is nearly uniform (higher slopes) or almost Gaussian (lower slopes) with very little bias toward
extreme heaviness in the tails. One therefore expects that for the in-plane case the Q(§,7) function
will possess periodic (almost sinusoidal) behavior in the £ variable, with an increase in frequency being
associated with an increase in tap number. On the other hand, the cross-plane case should be charac-
terized by a ¢ dependence that falls off in a pseudo-Gaussian (lower slopes) or sin x/x (higher slopes)
like manner, with the decay rate of the falloff increasing with tap number. Finally we note that along
the ¢ = 0 axis, the tap-gain autocorrelation function is equivalent to the channel delay spectra, and
consequently Q(0,7) should not depend on aircraft heading.

In general, these contentions are substantiated by the experimentally derived estimates of
Q(&,7). We illustrate this by presenting high- and low-grazing-angle data for both in-plane and cross-
plane geometries (figs. 542 through 5-45). Table 5-3 relates figure number to test condition. For all
cases polarization was horizontal and the prober chip rate was 5 MHz, which implies a tap capture
width of approximately 0.2 usec.

TABLE 5-3. |Q(£7)| FUNCTION: FIGURE REFERENCE

Date, Elevation Flight
mo-day-yr angle, deg geometry Figure
4-2-75 75 In-ptane 542
4-2-75 8.5 Cross-plane 5-43
2-27-75 30 In-plane 5-44
2-27-75 31 Cross-plane 5-45

dissimilarities between the cross-plane and in
angle case as they are for the low-angle cas

observation with regard to the Doppler variable.

One further observation to be drawn from the experimental data pertains to the fa
-plane geometries are not nearly as evident for the high-
e. Again this result follows directly from an S(7,w) function

That is, for a decrease in grazing angle we observe that
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Figure 542. Q(&,7) Distribution — Low Angle, In-Plane Geometry
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the channel’s Doppler spectra for the alternate in-plane and cross-plane geometries become increasingly
dissimilar.

5.4.6 Cross-Polarization Joint Statistics

To correctly interpret the statistical properties of the horizontal-vertical channel multipath data
some consideration must be given to stationarity and statistical significance. We approach the problem
by dividing each set of multipath data into two ensembles. The first ensemble is comprised of the first
half of the data; the second ensemble contains the second half. If the statistical properties of each
ensemble are reasonably similar and if the underlying processes are stationary, it is safe to assume that
a sufficiently large amount of data has been examined. However, if the underlying processes are not
stationary, then it is unlikely that statistical equivalence will be observed between the two ensembles.

)

An estimate of the required ensemble length can be made under the assumption that a 5%
standard deviation in the computed statistics is acceptable. This implies the number of degrees of
freedom (independent samples) in our data base must be greater than or equal to 400, i.e., 1/(0.05 x
0.05). Since the time-bandwidth product for a Nyquist-sampled process is equivalent to the number of
degrees of freedom in the process, we can estimate the required data length by knowing the bandwidth.
At 7° grazing angle (the smallest angle for which the data was processed), the minimum rms Doppler
spreads (second moment) that have been observed are on the order of 30 Hz. Completing the indicated
computation, an ensemble length on the order of 13 sec is required. Table 54 presents approximate
ensemble lengths for some representative elevation angles based on typical rms Doppler spreads.

TABLE 5-4. ESTIMATE OF REQU/RED ENSEMBLE LENGTH

Elevation Observed Required?
angle, rms Doppler ensembie
deg spreads, Hz length, sec
7 30 13.3
10 65 6.15
1 75 5.3
32 180 2.2

8Assumes 5% standard deviation in estimates,
.

Four sets of horizontal-vertical (H-V) multipath data have been processed. Pertinent test condi-
tions, such as azimuth with respect to the satellite, elevation angle, and multipath antenna depression
angle, may be found in table 5-5. This table applies to data reduction and analysis covered by this
section and section 5.5, which discusses the H-V cross-covariance. Table 5-6 similarly lists the signal
plus noise-to-noise ratios obtained at the tap process containing the maximum multipath energy.
Values for both ensembles and the aggregate appear in this table. Under the assumption that we have
achieved statistical significance and that the underlying processes are Gaussian (with constant means),
then signal-to-noise ratio may be interpreted as a stationarity parameter,
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TABLE 5-5. TEST CONDITIONS AND PROCESS CORRELATION COEFFICIENTS
FOR PROCESSED TAPES

Linear Polarization — Front Multipath Antenna
Horizontal-| Predicted ..a
Az Elevation | Multipath| vertical envelope | Envelope Carne.r 1]
imuth| : 5 i correlation data
Tape angle, antenna, | correlation | correlation | correlation coefficient | processed
deg deg coefficient | coefficient | coefficient (magritde] i '
(magnitude) | (G.H.)P 9
ATO 188 (H)
ATO 189 (V) 7 -25 0.608 0.347 0.336 - 33.652
ATO 173 (H)
ATO 174 (V) 10 -25 0.710 0.478 0.458 n 33.52
ATQ 198 (H)
- 7 .65 .54 4 .52
ATO 199 (V) 1 25 0.765 0.5659 0.540 0.474 335
ATO 124 (H)
ATO 125 (V) 32 -45 0.845 0.690 0.691 - 3.35

Acorrelation coefficient for H and V tap sums

bG.H. = Gaussian hypothesis.

TABLE 5-6. SIGNAL PLUS NOISE-TO-NOISE RATIOS FOR TEST TAPES EXAMINED

Horizontal Channel, dB Vertical Channel, dB
Tape Ensemble 1 | Ensemble 2 | Aggregate Ensemble 1 | Ensemble 2 | Aggregate
ﬁ;g 133 :c; 8.70 8.72 8.71 343 3.62 3.52
':-.:-.8 1;3 :‘\-l/; 10.40 10.56 10.48 490 497 4,93
218 183 :c; 7.18 7.42 7.30 6.44 6.47 6.46
211:8 1;; :c; 8.56 8.43 8.60 9.57 9.39 9.48

The statistical properties of the individual tap processes have been discussed in sections 54.1

<H

v'>

PHY = [<IH|2><|VI2I'/2 E
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and 5.4.4. The purpose of this section is to examine the joint statistical behavior of the horizontal
and vertical tap processes and, because of the preceding results, this task is reduced to one of estimat-
ing the complex H-V correlation coefficient for the tap outputs;i.c.,
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where ( ) denotes an ensemble average. The above quantity indicates the physical coupling between
horizontally and vertically polarized returns for a single delay contour. In attempting to derive analytic-
al models for the multipath scattering mechanism, this parameter plays an important role. Multipath
models currently in use implicitly assume that pgyy is unity, i.e., that a surface capable of scattering
vertically polarized signals will likewise scatter horizontally polarized signals, albeit with a different
intensity and phase angle. These H-V tap correlation effects will also be relevant to communications
diversity schemes, where a decorrelation between H and V returns would afford the opportunity to
increase the receiver’s immunity to fading.

Table 5-5 indicates the results obtained in processing pairs of H and V tap waveforms. Infor-
mation in table 5-5 includes (1) the length in seconds of the processed data, (2) the magnitude of the
horizontal-vertical channel complex correlation coefficient, (3) the horizontal-vertical channel envelope
correlation coefficient, and (4) the magnitude of the horizontal-vertical channel carrier complex
correlation coefficient. Note that the H-V correlation coefficients shown include both multipath and
thermal noise components. Corrections must be applied to obtain correlation properties of the multi-
path processes alone.

If the underlying processes are complex Gaussian, a functional relationship exists between the
magnitude of the complex correlation coefficient and the envelope correlation coefficient. From
reference 5-11, the predicted envelope correlation coefficients are included in table 5-5. They agree
favorably with the computed envelope correlation coefficient.

With the objective of establishing the reliability of parameter estimates, the signal-to-noise level
at the strongest tap was evaluated. This was achieved by computing the tap signal-plus-noise power
along with the noise power in a tap well removed from the signal energy peak. By assuming the average
noise power to be identical for these two taps, a signal-to-noise measure can be obtained. The signal
plus noise-to-noise ratios are listed and tabulated in table 5-6.

As a result of the relatively poor signal-to-noise conditions under which the tests were conducted,
the correlation coefficients of table 5-5 represent process correlation coefficients and not multipath
signal correlation coefficients. If we denote the instantaneous horizontal and vertical signal power by
Hand V, and the corresponding instantaneous noise power by Ny and Ny, then

<(H + NV + Ny >

»

P

P <H NP> <IV Ny P>

where:
pp = complex process correlation coefficient
() = time average.
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The multipath signal correlation coefficient, pg» can be defined

ps = <HV™S>
\[ <[HP><|V|*> (5-25)

Assuming that the signal and noise processes are uncorrelated, then Pp reduces to:

o <HV™>
P V<IBP + INgP> <IVP + INyP2> (5-26)

or

Ps _|<IHP +|Ngl*> <[V + Ny [*> (5-27)
p—p‘ <|H>? <[V]>2? '

With the aid of table 5-6, we can estimate the ratio ps/ Pp and determine the value of pg. The results
appear in table 5-7.

TABLE 5-7. HORIZONTAL-VERTICAL CORRELATION COEFFICIENTS
(SIGNAL-TO-NOISE COMPENSATED)

Approximate signal-
Horizontal- to-noise ratios,
Elevation vertical dB
Azimuth, | angle, correlation Horizontal Vertical
Tape deg deg coefficient channel channel
ATO 188
ATO 189 0 7 0.8763 8.08 0.97
ATO 173
ATO 174 0 10 0.9076 9.60 3.25
ATO 198
ATO 199 20 1 0.9644 6.40 5.35
ATO 124
ATO 125 315 32 0.9682 7.83 8.96
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5.4.7 Multipath Signal Stationarity Considerations

Individual data analysis periods (e.g., S(r,w) estimates) in general entail a data collection time
interval of 5 to 13 sec. Over this time period, which for a 400-kn airplane velocity translates into a
surface trajectory of up to 2600 m, it is possible that the scattering characteristics of the sea surface
illuminated by the aircraft antenna could change somewhat. To detect such changes in the surface
homogeneity, we may subject the outputs of the SACP receiver to signal stationarity procedures.

The concept of homogeneity refers to ensemble spatial distributions of a random process. A
process is said to be wide-sense homogeneous if its mean is constant and if the correlation function
between two points is a function of the vector differences between the two points. Furthermore, the
process is said to be isotropic if the correlation function is not dependent upon.direction; i.e.,

Homogeneous: <7 (1)> = constant
<7 (r1) n*(19) >= function of ry - r only
Isotropic: <n()>
<7 (r1) n*(r9) >= function of jr| - 19| only-

constant

In analyzing the received signal data we are testing for stationarity. A process is stationary in
the wide sense if its mean is not time dependent and its correlation function depends on time difference
only; i.e.,

Stationarity: <Sit)> = constant
<S(ty) S*(ty) >

function of t{ - t5 only.

For the multipath experiment one expects the received signal data to be stationary if the sea surface
is isotropic with non-time-varying statistics over the data collection interval.

We assume the airplane velocity is large enough so that the sea surface may be considered
“frozen.” Thus the stationarity requirements are satisfied if the tap-gain autocorrelation function and
the mean I and Q tap components of the received signal are constant. The latter requirement is
fulfilled if the coherent component of the multipath signal is time invariant. For the sum total of all
analyses conducted, there has been no evidence that would indicate a reflection process that is apprec-
iably less than totally incoherent. Thus for the ensuing stationarity test example we relax the
“<S(t) > = constant” investigation and concentrate on presenting results pertaining to the tap-gain
autocorrelation function Q(¢,7).

Example stationarity test results for the cross-plane flight test leg of March 31, 1975, are given
in figure 5-46. This data, gathered at an elevation angle of 15° over the horizontal polarization multi-
path antenna port, has a tap width duration of 0.2 usec (i.e., 5-MHz PN chip rate). Five Q(&,7) distribu-
tions are presented, with each estimate being obtained over a 1.7-sec time interval and separated
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from its adjacent neighbor by approximately 13 sec. Thus a total time interval on the order of slightly
over 1 min is represented in a sampled form.

A qualitative visual comparison of the five data sets leads one to conclude that, for the most part,
the Q(£,7) distributions do not exhibit any appreciable change over the time interval of record. Minor
changes, of course, could be induced by changes in the surface characteristics or by the expected statis-
tical variance associated with the finite sample time duration.

One area of the £,7 realm that appears to be subjected to a small systematic time variation
relates to the region in the vicinity of the specular-point return (i.e., that 7 value which is typically
associated with the largest gain value, or perhaps a fraction of a tap on either side of it). In particular,
we detect that the relative amplitudes (noticeable primarily at the zero-lag axis value) associated with
the first three multipath-present taps change in such a way that for the first 40 sec or so the second
multipath tap increasingly becomes predominant; the procedure reverses itself for the last 20 sec of the
total time interval. We have purposely restricted this analysis to the cross-plane geometry in an attempt
to avoid “sin (grazing angle)” induced changes in the bulk differential time delay between the multi-
path process and direct path signal (i.e., the time tracking reference). Such changes, which over a 1-min
duration at the particular nominal grazing angle location are significant relative to a chip width duration,
would obviously cause the multipath process to march across the tap bank. For the example being dis-
cussed, direction meanders away from the cross-plane direction could certainly induce the observed
behavior in the first three multipath taps. Similarly, changes in the aircraft’s altitude could influence
the differential bulk delay between direct and specular-point paths (i.e., for the first 40 sec a slight air-
craft heading toward the satellite or an altitude increase could produce the observed results, with the
last 20 sec being associated with the opposite changes in aircraft system parameters). Alternatively the
aircraft parameters may not have deviated from the specified condition, and one is then led to conclude
that the observed signal phenomenon is related to the characteristics of the scatter surface.

The results of the above example are expected to be somewhat representative for other flight
tests and are in accordance with expectation, considering the limited time duration of the intervals
analyzed as well as the fact that rms sea slope, the most significant surface parameter, is roughly pro-
portional to the square root of wind velocity (i.e., a 2-to-1 change in wind velocity results in avl
change in the effective scatter characteristics).

5.5 CROSS-POWER SPECTRA FOR HORIZIONTALLY AND VERTICALLY POLARIZED RETURNS

The correlation properties of the scattered H and V fields were studied in section 5.4.6, where the
emphasis was on joint H and V statistics of the tap processes. Physically, a single tap process is formed
from the contributions of many independent scattering surfaces lying along a constant delay contour on
the ocean. The derived correlation functions therefore yield information concerning the integrated
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effects along this surface. Accordingly any method of investigating scattering properties over a smaller
spatial region is of interest.

One technique that provides substantial improvement in resolution is based on the method of
cross-spectrum analysis. When a segment of a tap process is Fourier transformed into the frequency
domain, the resulting spectral components can be identified with a specific spatial location on the
appropriate delay contour. Although this mapping will not be one-to-one, advantage can be taken of
the angular symmetry that prevails for in-plane flights to argue that the two spatial regions providing
contributions to a particular spectral component should have identical scattering properties, i.e., the
scattering angles relative to the aircraft and satellite positions will be identical for the two scattering
areas. Figure 547 illustrates this geometrical configuration.

After spectral components for each horizontal and vertical tap process have been obtained, a
cross-spectrum can be formed:

Ppy®) = <H@) V* (n)> | (5-28)
where:
Py = the spectrum
H(v), V(v) = horizontal and vertical polarization spectra for tap k over a given data segment
<> = time averaging over many segments of data.

The cross-spectrum Ppyy/(v) can be normalized to yield a cross-spectrum correlation coefficient, which
is then interpreted in precisely the same manner as was the correlation coefficient for the total tap pro-
cesses discussed earlier in section 5.4.6, i.e., it indicates statistical dependence of the H and V scattered
components over a particular spatial region. Quantitative information concerning phase relationships
for the H and V scattering cross section can also be extracted directly from the cross-power spectrum.

An inherent benefit accruing from the cross-spectrum analysis is that of signal-to-noise enhance-
ment. From the structure of the scattering functions shown in other sections and again in the cross-
spectrum magnitudes to be presented, it is evident that 3-dB Doppler spreads of around 10 Hz can be
anticipated at a particular multipath delay. The spectral analysis effectively provides a high resolution
filtering of the tap process, resulting in a processing gain commensurate with the noise bandwidth-
signal bandwidth ratio. Typically, the delay-Doppler cell signal-to-noise ratio is 20 to 30 dB at the
energy peak for each tap. Less endearing is the penalty for higher resolution, which appears as a require-
ment for longer record lengths to achieve sufficient averaging over the signal fluctuations.

Evaluation of the tap cross-spectrum defined by equation (5-28) has been carried out for the
link configurations summarized in table 5-5. Some examples of the numerical results are found in
tables 5-8 and 5-9). Each pair of figures pertains to a single flight, with the (a) figure indicating
behavior near the zero Doppler point and the (b) figure showing a second region further out in
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frequency. Magnitude and phase characteristics are also shown. Careful examination of the magnitude
array discloses a marked fidge effect. Comparison of these values with values removed fromthe ridge
illustrates the dramatic signal-to-noise improvement alluded to above. In this regard, it would appear
that additive thermal noise does not constitute a serious problem as far as estimation performance is
concerned. Neglecting errors attributable to the noise, it can be shown9 that the normalized rms

error in estimates of Py i.e., fractional error, can be expressed as:

A 1\2
E{|PHV - Pry%y 1
€ S} —tmm———m= = — (5-29)
Pry! logy!| YN
where:

E = statistical expectation

/I:I = number of independent samples used in equation (5-28)

Pyyv, P = estimated and true cross-spectrum values at frequency v

HV» *HV
PHV = the corresponding correlation coefficient .

The number of segments N used in the data reduction was 35 or less. Consequently, the fractional error
will be

1
VNipgy®)|

~ 0.16 for pgy =~ 1.0. (5-30)

Percentage variations of this order are apparent in the data tabulated in tables 5-8 and 5-9.

Similarly, the rms error in estimating the cross-spectrum phase component can be
expressed as:?

_ 1
Pms = TR

0.1 radian

R

6°.

R

p. Alexander, “Performance of the H-V Correlation Coefficient Estimator,” CNR Internal Memo,
November 1975.

597



Variation in phase estimates of this scale can readily be seen from the delay-Doppler arrays in tables
5-8 and 5-9. The estimate fluctuations become even more extreme away from the main energy ridge,
as can be verified from the figures. It is further noted that for in-plane flight direction, the spectra
ridges in the delay-Doppler realm correspond to scattered energy arriving from surface elements spaced
along the great circle axis joining the subaircraft and subsatellite locations. Hence, the scattering pro-
cesses associated with these returns are not subjected to the phenomenon of depolarization. This fact
greatly simplifies the correlation of measurement with theoretical expectation (e.g., the relative
amplitude difference between the H and V prober at the transmitter may be ignored).

Geometrical relationships and Fresnel smooth-earth reflection coefficients are employed to
predict the theoretical H and V probe phase differences that exist for scattered energy from the great
circle surface axis. Each location along this path has a unique Doppler shift, which allows the pre-
dicted phase angle to be correlated to the measured value via the frequency coordinate of the cross-
power spectrum estimate.

Experimental values (ridge) of the cross-power spectra phase measure for two flight tests are
itemized in tables 5-10 and 5-11. Both data ensembles pertain to the in-plane geometry flight vector
direction and, as indicated in the tabulation, present phase angle versus the delay-Doppler receiver
coordinate. Corresponding to the 10° and 7.5° specular- point grazing angles of these tests, we present
theoretical relative phase angle estimates versus Doppler frequency shift in figure 5-48. The plotted
phase, $q, is derived from

¢e = K-RH - KRV (53D

where Ryy and Ry are the classical Fresnel sea water reflection coefficients for horizontal and vertical
polarization, respectively.

Combining the data from tables 5-10 and 5-11 and figure 5-48 provides a means for comparing
experiment with theory. These relationships are given in figures 549 and 5-50 for the 10° and 7.5°
grazing angle cases, respectively. To account for phase biases associated with the ATS-6 satellite
antenna and the initial condition of the prober as the biases leave the transmitter, the ¢ estimates
have been shifted by a constant value. For the 10° and 7.5° grazing angle conditions, this adjustment
factor amounts to 0.3 and 0.18 radian, respectively. For both data sets we observe a high degree of
correspondence between experiment and theory; areas where departures are in evidence can be related
to airplane and ATS-6 antenna polarization vector nonuniformities over the surface “glistening zone.”
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TABLE 5-10. PHASE ANGLE OF CROSS-SPECTRUM VERSUS DELAY-DOPPLER COORDINATE,
IN-PLANE FLIGHT, MARCH 31, 1975

Note: Specular-point grazing angle = 10°

Frequency, Tap number Relative Phase,
Hz {0.2-usec steps) magnitude rad
+13.7 34 1.04 -1.84
+13.1 32 1.47 -1.97
+12.5 32 1.47 -1.92
+11.3 31 1.62 -2.05
+10.1 30 2.19 -1.99
+ 9.5 29 2.16 -2.00
+ 8.3 29 2.48 -2.00
+ 7.1 28 2.98 -2.13
+ 5.9 28 2.88 -2.13
+ 4.2 27 4.38 -2.27
+ 2.4 27 3.16 -2.26
+ 0 27 3.44 -2.20
- 5 27 2.65 -2.21
- 10 27 3.57 -2.32
- 15 27 4.59 -2.41
- 20 28 3.66 -2.46
- 25 28 3.10 -2.48
- 30 29 3.65 -2.48
- 35 30 2.59 -2.49
-40 30 2.03 -2.60
- 45 31 2.44 -2.57
- 50 32 2.62 -2.59
- 55 32 1.78 -2.63
- 60 33 1.48 -2.65
- 65 34 2.08 -2.69
-70 34 1.35 -2.80
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TABLE 5-11. PHASE ANGLE OF CROSS-SPECTRUM VERSUS DELAY-DOPPLER COORDINATE,
IN-PLANE FLIGHT, APRIL 2, 1975

Note: Specular-point grazing angle = 7.5°

Frequency, Tap number Relative Phase,
Hz {0.2-u sec steps) magnitude rad
+10.1 33 0.818 -1.61
+ 9.5 31 1.09 -1.56
+ 8.3 30 2.12 -1.58
+ 7.1 28 3.18 -1.68
+ 5.9 27 3.14 -1.77
+ 4.2 26 4 .54 -1.85
+ 2.4 26 5.87 -1.78
+ 0 26 2.59 -1.89
- 2.4 25 2.62 -2.06
- 4.2 25 2.40 -2.13
- 6.5 25 1.56 -2.06
-10.1 26 2.66 -2.15
-12.5 26 3.02 -2.30
-15.4 26 1.80 -2.33
-20.0 27 1.96 - 2.47
-25.0 28 1.02 -2.42
- 30.0 28 1.19 -2.59
-35.0 29 1.00 -2.72
-40.0 30 0.847 -2.72
-45.0 30 0.659 -2.86
-50.0 31 0.865 -2.85
-55.0 32 0.55 ~-2.78
-60.0 32 0.418 -2.78
-70.0 33 0.106 -2.65
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5.6 PROBER ANTENNA SPATIAL FILTERING CONSIDERATIONS

5.6.1 Mathematical Basis for Antenna Pattern Removal

To remove the prober aircraft antenna pattern effects from the channel measurements, it is
first necessary to make some assumptions with regard to the mechanism by which the electromagnetic
waves are scattered from the sea surface. In line with the most widely accepted theoretical treatments
and the good agreement between experiment and theory as presented in section 6, we base our analysis
upon the vector formulation of the physical optics very-rough-surface scatter model. Under this
assumption the received power from an increment of surface area is expressed as

dPreyg © (Tep = T*ep) Oxs (5-32)
where:
dP;.,q = power received per incremental area
T.f = complex coefficient that accounts for coupling losses between the incident polarization
vector, the tilted surface facet, and the receiver polarization vector
Oyg = surface area scatter cross section.

The aircraft antenna influence is embodied only in parameter T ¢, which may be represented as:

. Tep © Ry (@) [(A cos 8; + Bsin ;) (C cos 85 + Dsin 39)
-R;(a) [(B cos &; - Assin §;) (-D cos & + Csin SS)] , (5-33)
where:
R“(a.) = parallel Fresnel reflection coefficient
R(a) = perpendicular Fresnel reflection coefficient
a = angle between the incident wave and the normal to a properly tilted (to produce
reflection into receiver) surface facet
&; = angle between the theta component of the incident wave and the incident “parallel”

unit vector (i.e., vertical polarization with respect to tilted surface)
AB,C.D = transmitter and receiver complex antenna polarization vector coefficients as
described below.

Polarization vectors for the transmit (f’T) and receive (PR) antenna system are given by:

= A A
PT = AITT + B IpT, (5-34)
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- A A

where:

/i\TT’,i\PT = qunit vectors in the theta and phi directions, respectively, with respect to coordinates
centered on transmitter
unit vectors in the theta and phi directions, respectively, with respect to coordinates
centered on receiver.

[} N
ITRs IPR

In our case transmissions originate from the KC-135 and are received at the ATS-6 satellite.
The satellite antenna is assumed to be right-hand circular (RHC) with 0-dB ellipticity; thus:

c = JGy2
D = j\Gy2, (5-36)

where G is the gain magnitude of satellite antenna.

Parameters A and B for the aircraft antenna pattern are derived from scale-model antenna range
measurements. The antenna-effects-removal algorithm is applied to the specific case where the prober
is operating in the simultaneous horizontal/vertical polarization mode. These probe polarization
descriptions are nominal because for aircraft antenna systems one usually expects the presence of
cross-polarization terms, Thus for the nominal horizontal polarization probe, B represents the principal
polarization term and A is a measure of the cross-polarization term (vice versa for nominal vertical
polarization). From the antenna range radiation distribution plots it is observed that, for the various
prober antenna pointing directions, the ratio of principal-to-cross polarization terms is typically on the
order of 20 dB over the effective “‘glistening” area of the surface. Hence, to good approximation we
consider only the principal terms of the polarization vectors and write T ¢ for the horizontally polar-
ized probe as:

G
T,e = —l§E§ [R|ga)snlai(cosss + j sin 8g)
-R(a) cos &; (sin 6 - j cos 85)] ) (5-37)

and, for the vertical polarized probe:

GyGg -
Ter = 7 [R”(a) cos §; (cos 8¢ + jsin &)
+R(a) sin §; (sin 85 - j cos 8 ] ; (5-38)
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Gy = gain of horizontally polarized probe
Gy = gain of vertically polarized probe .

Parameters GH and GV do not have constant gain over the scattering surface. To remove this
spatial filtering effect, we operate in the delay-Doppler coordinate system of the receiver. The scatter

function, S(r,w), is related to dPrcvd through the following formulation (ref 5-1).

S(r,w) = J(r,w) dPrcvd,l + Jy(r,w) dPrcvd,2 ) (5-39)
where J(1,w) is the Jacobian of the transformation from surface coordinates to (7,w) receiver coordinates.

In the above equation, subscripts 1 and 2 denote the fact that the scattering operation is a 2-
into-1 mapping process (that is, two surface points are mapped into one delay-Doppler location). In
general, even for isotropic antennas, dPrcvd,l does not equal dPrcvd,Z; thus without making some
assumptions with regard to the g, distribution, it becomes impossible to properly adjust S(7,w) for
the antenna filtering effects. To circumvent this ambiguity, we restrict our attention entirely to the
data gathered during the in-plane legs of the test scenario. The symmetry properties of the delay

contours, Doppler contours, and dP; ., 4 function!0 are thereby exploited and we may write S(7,w)as:
S(r,w) = Ji(1,w) dPrcvd,l (G +Gy) (5-40)
where:
dP;cvd,l = dP;cvd,2 = the received energy from incremental areas 1 or 2, given that the

antenna illumination is isotropic.

10Examination of the first equation (5-32) in this section reveals that for in-plane flight, dPp., 4 will
be cross-plane symmetrical (apart from antenna asymmetry affects) if (1) the sea-surface slope
distribution is isotropic, a valid assumption per data from Cox and Munk (ref 5-12), and (2) the
polarization planes of the transmit and receive antennas are linear and lie either in or perpendicular
to the plane containing the KC-135, specular point, and ATS-6 satellite. The latter restriction is
necessary to assure that ch,l = ch,2. In our case this condition is not met since the satellite
antenna polarization is circular, However, it can be shown that for grazing angles greater than a
few degrees, the induced error is relatively small when compared with other factors such as the
antenna gain characterization.
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Now under the same geometry and surface assumption we may express S(7,w) for the isotropic
antenna gain case as:

I

Si(rw) = Jjrw) dPreyq 1 + Jo(rw) dPreyg o

21 (r,w) dPpoyg 1 (5-41)
Thus for in-plane flight the scatter function, SI('r,w), corresponding to an ideal isotropic antenna is
related to the version of S(r,w) corresponding to the experimental nonisotropic antenna by the simple
expression

Si(r,w) ==~ (5-42)

where G(r,w) is equal to (G + G5)/2.

In the steepest descent integration analysis of forward scatter multipath (mathematically
appropriate under the constraint that the grazing angle is much greater than the surface rms slope),
one usually assumes that the antenna coverage is adequately described by its specular-point gain. For
this reason we have chosen to relate our antenna-corrected version of* the scatter function to the gain
directed toward the specular point;i.e.,

Spc(rw) = Sy(r,0) G(0,0)

_ S(1,w)

" Glr,w) G(@0)= 525

where:
S AC(T,w) = gcatter function corrected for isotropicity imperfections of the forward multipath
antenna, with gain referenced to G(0,0)
G(0,0) = specular-point antenna gain (i.e., 7= w =0).

In addition we also calculate a difference function, AS(7,w), between the corrected and
uncorrected versions of the scattering function;i.e.,
AS(r,w) = S(1,w) - Spc(T,w). (5-44)

This function is available as a three-dimensional plot and provides a compact description of the prober’s
spatial filtering characteristics as translated to the delay-Doppler coordinates of the receiver.
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5.6.2 Spatial Filtering Effects on Experimental Data

Design goals for the front multipath prober antenna were established to provide a nearly
uniform illumination over the surface area responsible for most of the returned multipath energy.
Only if this goal is adequately met will S(7,w) be a satisfactory approximation to the channel’s relative
delay-Doppler energy distribution. The antenna was designed to achieve 1-dB beamwidths of 20° in
azimuth and 50° in eleva‘[ion,1 1 while meeting other design requirements pertaining to beam steerability,
polarization nodes, gain, etc. Scale-model antenna range data indicated that these beamwidths were
closely approximated by the antenna as installed on the aircraft.12

5.6.2.1 Effect of Antenna Spatial Filtering on RMS Scatter Coefficients — The rms scatter coefficients
previously reported in section 5.2.6 (fig. 5-17) utilized the uncorrected version of S(r,w). The gain of
the multipath antenna was taken to be the gain toward the specular point, G(0,0). This factor was
embodied in the factor AD/AI of the GD/GI term of equation (5-2). To assess the magnitude of error
introduced in the calculated rms scatter coefficients, a quantity AE was determined for a range of
grazing angles. The quantity AE is defined as:

f SAc(T,w) drdw

j]'S('r w) drdw

The value of AE can be either positive or negative because the peak of the multipath antenna beam was
(by intention) usually not pointed exactly toward the specular point in elevation. Hence, the specular-
point gain, G(0,0), does not necessarily equal the peak gain of the antenna. Typically, AE was found
to be approximately equal to -0.2 dB for the higher elevation angles and +0.3 dB at the lower elevation
angles. From equations (5-1) and (5-43) it can be readily seen that AE corresponds directly to the
error in the rms scatter coefficient magnitude, |T'|, of figure 5-17. Error magnitudes are therefore
estimated as typically less than 0.3 dB at the grazing angle extremes (5° and 30°).

= 101log

1 1This antenna beamwidth design goal was originally based, in part, on DeRosa’s (ref. 5-5, table 2-1;
and ref 5-13) estimates of multipath power loss. Extrapolating from these calculations, the multi-
path power loss for the stated beamwidths relative to a uniform gain antenna was predicted to be
substantially less than 1.0 dB for the range of grazing angles (and sea states) of interest.

12Antenna design details are described in “U.S. Aeronautical L-band Satellite Technology Test
Program — Terminal Design,” material submitted under contract DOT-TSC-707, August 1975.
Scale-model antenna range radiation distribution plots have been submitted in the form of punched
paper tapes.

5-108



5.6.2.2 Effect of Antenna Spatial Filtering on Spread Values — At the higher grazing angles, spread
values calculated using the uncorrected S(7,w) function typically differed by less than 8% from those
calculated using S AC(T,OJ). One may therefore consider S(7,w) to be a reasonable approximation to
the channel’s relative delay-Doppler energy distribution at the higher elevation angles. At the lower
grazing angles, the effect of the multipath antenna nonisotropicity on certain spread values is more
pronounced; e.g., for a grazing angle of 7°, the 10-dB Doppler spread using S(7,w) is roughly 30% in
error, as compared with the value calculated when using S AC(T.w).

In the following discussion the prober antenna’s spatial filtering effects for a typical high-angle
(February 27, 1975) and low-angle (April 2, 1975) set of experimental results are illustrated. For both
cases, the antenna was operating in its horizontal polarization mode.

Prior to presenting the detailed results, we summarize the spatial filtering effects in table 5-12,
which represents the antenna influence upon the spread measures of the delay spectra, Doppler spectra,
coherence bandwidth, and decorrelation time. Spread measure definitions identical to those used in
section 5.3 are used, and attention is directed to the last column of table 5-12, where the relative
difference between antenna-corrected and noncorrected results are delineated. Asindicated, antenna
influence upon the high-angle data is rather modest, with a maximum perturbation of about 8% being
calculated. For the low-angle data we also observe fairly small error perturbations (typically less than
10%) except for the 10-dB Doppler spread and decorrelation time, which are on the order of 30%. It
is of interest to note that contrary to what one might expect, the 10-dB spread values for the delay and
Doppler parameters are actually increased by the antenna pattern spatial filtering effects. This results
from the fact that the multipath probing antenna was always pointed so that its beam peak location
occurred on the subaircraft side of the specular point (i.e., for the 7° grazing angle test, the beam peak
was directed at a -25° elevation angle). This provides optimum glistening region coverage and introduces
a positive bias in the midtail region of the Doppler and delay distribution. These effects are visually
evident in the detailed data presentation that follows. One other interesting observation relates to the
dependence between the 10-dB Doppler spread and the 3-dB decorrelation time, and similarly between
the 10-dB delay spread and the coherence bandwidth. That is, we note that the respective error per-
centages are roughly equal in magnitude and opposite in sign (an expected result based on Fourier
transform characteristics).

Detailed results pertaining to the high-angle antenna spatial filtering characteristics are provided
in figures 5-51 through 5-56. The data in these figures pertain to:

Front multipath antenna pattern: figure 5-51

Gyy(r,w): figure 5-52

S(r,w) and Sy (7,w): figure 5-53

AS(7,w): figure 5-54

Corrected and uncorrected delay and Doppler spectra: figure 5-55
Corrected and uncorrected autocorrelation functions: figure 5-56.,
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DELAY-DOPPLER SCATTER FUNCTION
BAYE 2/27/7S HORTZONTAL POLARIZATION

TAP RESOLUTION .2 MICROSEC
TIME INTERVAL 10713/ .483 10 10/137 7.190

ANTENNA GAIN

e

|
!
X L
M !
.'
!
|
— % ® .‘ & 5
x
AXIS MINIMUM MAXIMUM INCREMENT
X DELAY TAP [ .2 MICROSEC. VIDTHI 20.0 5.0 .0
A4 DOPPLER FREQUENCY [HERTZ| ~-300 300 Ltgo
Z DELAY-ODPPLER PSO [LINEAR] .eg 3.30 .3

Ghlr.w)

Figure 5-52. High Angle G y(t,w) Distribution
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DELAY-DOPPLER SCATTER FUNCTION

QATE 2727775 HORILZONTAL POLARIZATION

TAP RESOLUTION .2 MICROSEC

TIME INTERVAL 1a/13/ .483 10 10/13/7 7.190

7
-
—= = % =g——————x % el
. ¥ X x
X X x
————
e i
X —— X
. ‘ — ]
—
—
—
* —H— —— X
' e e
e
X — * e
! Shea=is
e ——

] : '
\ \
¢ \

* . " . i . 3

x
AX1S MINIMUM MAXIMUM [NCREMENT

X  DELAY TAP U .2 MICROSEC. WIDTH] 20.0 ss.0 5.0

Y DOPPLER FREQUENCY [ HERTZ] -300 300 100

z  As{r,w) ) ) -.30 3.00 .so

Figure 5-54. High-Angle AS(t,w) Perturbations
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TABLE 5-12. INFLUENCE OF ANTENNA SPATIAL FILTERING

ON SPREAD PARAMETER MEASURES

. Antenna Antenna Error
Test condition Spread measure included corrected percentage?

High grazing angle Delay spread (3 dB) 0.60 u sec 0.61 p sec -2
(February 27,1975, | Delay spread (10 dB) 2.67 usec 2.5 usec 7
grazingangle =30°) | conerence BW (3dB) | 0.265 MHz | 0.286 MHz -7
Doppler spread (3 dB) 134 Hz 135 Hz -1
Doppler spread (10dB) | 289 Hz 268 Hz 8

Decorrelation time
(3dB) 2.8 msec 3.1 msec -7
Low grazing angle Delay spread (3 dB) 0.63 usec 0.56 u sec 1
(April 2, 1975, Delay spread (10 dB) 2.28 i sec 2.22u sec 3
grazingangle =7°) | conerence BW (3dB) | 0.259 MHz | 0.270 MHz | -4
Doppler spread (3 dB) 8.8 Hz 8.1 Hz +9
Doppler spread (10 dB) | 55.1 Hz 42.7 Hz 29

Decorrelation time
(3dB) 9.8 msec 14 msec -30

3The error percentage is the guantity 100 (M|/MR)— 100 where M| = measure with antenna
influence included and MR = measure with antenna influence removed.

The antenna pattern plot is given from two points of view, thus providing a clear indication of
the salient radiation distribution properties. Namely, one observes the antenna’s relatively broad beam-
width in the elevation plane as opposed to its narrow azimuth plane beamwidth. These characteristics
yield a Gyy(7,w) function that is relatively flat over most of the effective scatter region (i.e., the
scatterers located along the ¢ = 0 axis are mapped into the shoulders of the G(r,w) distribution). In
comparing the S(r,w) and S AC(7,w), one does not observe any pronounced visual dissimilarity; this
observation is confirmed by the AS(7,w) plot, which for comparison has the same x,y,z scale factors
as the S(7,w) plots. In accord with previous statements concerning the prober antenna pointing angle,
we note that AS(r,w) is positive in the negative Doppler realm (i.e., subaircraft direct from specular
point) and negative in the positive Doppler realm (i.e., subsatellite side of specular point). The effects
of the small AS(r,w) perturbation on the channel’s delay spectra, Doppler spectra, and autocorrelation
functions are in turn seen to be relatively insignificant.

The spatial filtering effects of the antenna for low-grazing-angle conditions are given in figures
5-57 through 5-62. These data sets are arranged in a format identical to that used for the high-angle
case. Again, two points of view are illustrated to display the Gyy(7,w) distribution as given in figure 5-57.
Like its high-angle counterpart, this function is seen to possess a high degree of symmetry in the ¢
coordinate. However, note that, on a relative basis, the low-angle pattern has a somewhat larger variation
in the gain distribution as measured over elevation angles subtending +20° from boresight (along the
¢ = 0 axis). This variation, coupled with the 7° specular-point grazing angle geometry, produces a
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DELAY-DOPPLER SCATTER FUNCTION

DATE 4/2/75 HORIZONTAL POLARIZATION

TAP RESOLUTION .2 MICROSEC

TIME INTERVAL 117 87 .482 70 117 8/ 7.1%0

ANTENNA GAIN

r 4

:

I\
\ — J\ :ﬂ ey
" By Sy — «x
-\_\_\:__x ! : T—
—— A | — .
y v — x
) S—— \
X
AXIS MINIMUM MAXIMUM [INCREMENT
x DELAY TAP | .2 MICROSEC. WIOTHI 20.0 8S5.0 5.0
Y DOPPLER FREQUENCY [HERTZ] -250 50 S0
z G(T,W) .0a 4.50 .50

Figure 5-58. Low-Angle G (t,w) Distribution
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DELAY-DOPPLER SCATTER FUNCYION
DATL 472775 HORIZONTAL POLARIZATION

TAP RESOLUTION .2 MICROSEC
TIME INTERVAL 11/ 8/ .492 10 11/ @/ 7.190
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Figure 5-60. Low-Angle AS(t,w) Perturbations
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Gy (7,w) function as illustrated in figure 5-58. The most obvious characteristic of the GH(T,w)
distribution pertains to the relative difference between the negative-frequency gains as compared to
the positive-frequency values for a given delay tap. This difference is a direct result of the antenna
boresight gain being pointed toward the subaircraft side of the specular point, and it produces a dis-
cernible difference in the S(7,w) and Spc(r,w) distributions presented in figure 5-59. We further
note from the AS(7,w) plot of figure 5-60 that, relative to the specular-point return, the antenna
pattern’s spatial distribution enhances the negative shoulder of the scatter function whereas the
positive shoulder is attenuated. For the in-plane flight geometry coupled with low-grazing-angle
conditions, this will appreciably affect the Doppler spectra shape and its corresponding Fourier trans-
form, as illustrated in figures 5-61 and 5-62, respectively. The reason for this pronounced filtering
effect on the Doppler spectra relates to the fact that the position Doppler frequency shoulder of the
S(7,w) function is to a large extent mapped into a single peak density point of the Doppler spectra,
whereas the negative shoulder is dispersed in the Doppler coordinate (i.e., the antenna filtering tends
to decrease the peakedness of the spectra while at the same time increasing the density of the distri-
bution’s tail). This tends to yield Doppler spreads somewhat larger than we would observe had the
prober antenna been perfectly uniform.

5.7 CIRCULAR POLARIZATION PROBER RESULTS

In the design of operational aeronautical satellite systems, effects of the oceanic multipath
interface on circularly polarized waves are of particular importance. Accordingly, several right- and
left-hand circular polarization probes of the oceanic surface were conducted during the latter part of
the flight test series. From the standpoint of the physical optics vector scatter formulation, one does
not need to perform model alterations to include the effects of any given receive or transmit polar-
ization vector. In general, model predictions for the LHC and RHC prober configurations yield
spectral distributions and autocorrelation functions very similar to the corresponding parameters
associated with the linear polarization emulations. Similarly, the predicted values of the circular and
linear polarization spread parameters are in close accord. As expected, the one area in which the LHC
and RHC polarization influence is of significance relates to the total rms scattered energy content of
the signal. Since the satellite antenna has RHC polarization, the polarization sense-reversal properties
of the surface cause the scattered energy corresponding to probes transmitted with LHC polarization
to be received with less loss than the scattered energy for probes transmitted with RHC polarization.
This effect is due to the polarization dependence of the phase change at the reflecting surface. The
observed phenomenon is predicted for all grazing angles greater than the pseudo-Brewster angle and
should become more significant as the grazing angle decreases.

Typical S(7,w) and associated integral and Fourier transform data sets are given in figures 5-63
and 5-64 for probes conducted with LHC and RHC polarization, respectively. These data were gathered
for the in-plane flight direction condition at a grazing angle of approximately 20° and may be compared
with figure 5-2 of section 5.1 to obtain a visual estimate of the degree of correlation between respective
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parameters for the circular and linear polarization cases. A summary of spread parameter measures and
total rms signal energy content obtained for a number of circular polarization probes is given in table
5-13. With the exception of the scatter coefficients, these data are in accord with the linear polarization
spread results given in section 5 3. The measured scatter coefficients may be compared with model-
predicted results that appear within the parentheses on table 5-13. In general, the experimental and
theoretical coefficients are relatively close. However, the RHC coefficients are typically somewhat

less than the predicted values whereas the opposite applies for the LHC results. This observation could
suggest that the ATS-6 antenna’s polarization may not be perfectly circular.

TABLE 5-13. CIRCULAR POLARIZATION SPREAD AND REFLECTION

COEFFICIENT MEASURES
A/C Delay spread | Coherence | Doppler spread | - Decorr Scatter
Date, Polari- | Elev, | heading, [ 3dB, | 10dB, BW,3dB,|[3dB, | 10dB, | time, 3 dB, coeff,?
mo-day-yr zation | deg deg Msec L sec kHz Hz Hz msec dB
2-27-75 LHC |32 0 0.93 2.74 234 185 383 26 3N
= (-2.2)
2-27-75 RHC |32 90 0.88 3.26 207 178 440 1.8 -14.6
(-16.8)
4-3-75 LHC |21 90 0.58 2.69 203 143 313 25 3.3
(-3.0)
4-3-75 RHC |21 90 0.72 2.60 203 113 257 2.6 -13.1
(-13.2)
4-3-75 LHC 19 0 0.77 3.02 234 131 222 39 1.7
{-3.2)
4-3-75 RHC [19 0 0.54 2.15 351 119 174 5.2 -11.3
(-12.7)
3-31-75 LHC 15 90 0.76 3.37 168 113 260 3.1 6.2
(-4.1)
3-31-75 RHC |15 90 0.57 2.57 196 92 211 3.7 -12.4
(-11.6)
3-31-75 LHC 14 0 0.65 2.82 210 43 148 44 6.5
5 (-4.5)
3-31-75 RHC |14 0 0.59 2.30 237 37 11 6.7 -11.5
(-11.6)

3Quantity in parenthesis is value predicted by the physical optics vector model. Model predictions shown are for a
sea slope of 9°.

5.8 OCEANIC MULTIPATH TEST CONCLUSIONS

A summary of results and conclusions for the oceanic multipath channel characterization test
is given in section 2.1.
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6. PHYSICAL OPTICS SCATTER MODEL PREDICTIONS

One of the major objectives of tuis experiment was to substantiate a scatter model that will
accurately predict multipath channel characteristics pertinent to future operational oceanic aero-
nautical satellite systems. For this report, experimental results were correlated with theoretical pre-
dictions based on a surface integration of the classical physical optics vector formulation scatter
model. Comments on comparisons between model prediction and experimental results were made in
section 5, where experimental test results were presented. In this section, we deal primarily with a
presentation of the model results. A brief description of the model and its computer implementation
are given in section 6.1. Sections 6.2 through 6.4 contain the channel parameter predictions provided
by the model for a variety of system configurations and assumed surface characteristics. Test para-
meters input to the model were selected to closely emulate the experimental conditions and correspond
to the range of values shown in table 6-1.

TABLE 6-1. INPUT TEST PARAMETERS FOR PHYSICAL OPTICS
SCATTER MODEL PREDICTIONS

Aircraft altitude . . . . . . . . . 10km
Aircraftspeed . . . . . . . . . . 200m/sec
Aircraftheading . . . . . . . . . a) Toward satellite; great circle path
b) Broadside to satellite; great circle path
Aircraft antenna polarization . . . . . Horizontal, vertical
ATS-6 antenna polarization . . . . . Right-hand circular
Grazingangles . . . . . . . . . 3°,7°,13°, 19°, 25°, 31°
Surfacetype . . . . . . . . . . Seawater
Surface rms slope (total) . . . . . . 3°, 60, 12°

Using the Cox and Munk (ref 5-12) empirical relationship, we may relate the actual rms
surface slope to wind velocity (V) 42 ft above the surface:

_ [tan (slope)]2 -0.003 | knots.

\%
' 0.00264

Thus 3° and 12° actual surface rms slopes correspond to average wind velocities of near-zero and 18 kn,
respectively. The January series, which was conducted in the vicinity of the Azores, coincided with
some rather severe storms in that area. Since a good percentage of the useful oceanic multipath data
was collected during this series, one might expect the data presented in the previous sections to be more
correlated with the 12° or 6° slope predictions than with the 3° slope prediction.

It is of importance to note that for L-band forward scatter, the multipath interface will appear
as a smoothed (i.e., filtered) version of the actual surface. This smoothing effect reduces the contri-
bution to the surface characteristics of the small-scale surface structure and thereby yields an “effective
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rms sea slope” value smaller than the actual rms surface slope. As shown in ref (5-6), the physical
optics model predicts that for a given wavelength, the extent of the filtering increases as the grazing
angle decreases. Thus V., represents a lower bound (especially for grazing angles less than roughly 15%)
on the wind velocities required to produce an rms slope corresponding to the “effective rms sea slope”
value. '

For one flight test (March 31, 1975), a sea-state data measurement buoy was deployed to
gather quantitative data on the surface’s slope probability distribution. Results of this measurement
are found in section 6.5.

6.1 MODEL DESCRIPTION

The choice of an appropriate model for the analysis of electromagnetic surface scatter is
determined almost exclusively by the roughness characteristics of the reflecting medium. Surfaces
are usually classified as slightly rough, very rough, or composite, depending on the magnitude of the
height irregularities (ref 5-8). In general, different scatter theories are used in each of these situations
(ref 6-1).

For the case of L-band aeronautical satellite oceanic scatter, the surface will almost always
appear to be very rough; this implies that the following is approximately satisfied (ref 6-2):

27
;H cos8;> 1.0,
where:
A = electromagnetic wavelength
og = standard deviation of surface height irregularities
6; = incident angle of ray upon the surface as measured from the normal.

Analysis of scattering from very rough surfaces is usually developed through the physical
optics tangent-plane method (ref 6-1). Commonly called the Kirchhoff approximation, this model is
based on the assumption of a locally plane surface over the distance of many wavelengths. This con-
straint is considered to be satisfied if the radius of curvature of the surface undulations (p c) is much
greater than A;ie., A << 4p, cos Oi.l

ln addition to this inequality, the physical optics model is also restricted to conditions where surface
shadowing and multiple reflections are negligible. Thus, predictions for rear-grazing incidence in com-
bination with large rms surface slopes should not be considered to be strictly valid. An example of such
a condition is the 3° grazing angle case combined with the 12° rms slope condition of table 6-1.
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For this analysis we employ the vector formulation (ref 6-3) of the physical optics model and
thus are able to properly account for the electromagnetic polarization dependencies of each particular
scattering facet on the surface. Because of the model’s complexity, it is not possible to arrive at
adequate channel parameter solutions in a closed form. This is circumvented through use of a com-
puterized technique that subdivides the spherical scatter surface into incrementally small areas and
then determines the scatter cross section (including polarization transformation factors), Doppler
shift, and time delay associated with each area. The complex vector representation of the scattered
signal is coupled to the receiver antenna characteristics, thereby providing an estimation of the
received power from the particular surface patch. This allows the channel’s delay-Doppler scatter
function, S(r,w), to be constructed.2 From S(7,w), steps identical to those described in section 4
are employed to determine the channel’s time-frequency autocorrelation function, delay spectrum,
Doppler spectrum, time autocorrelation function, frequency autocorrelation function, total energy
content, and spread values of the unidimensional distributions.

A block diagram illustrating the computer model’s input/output and basic processing functions
is given in figure 6-1. Inputs to the program include:

a.  System geometry parameters (aircraft altitude, speed, velocity vector direction, grazing
angle at specular point, and transmitted frequency)

b.  Complex polarization vectors of airplane and satellite antenna (satellite’s polarization
characteristics are assumed to be isotropic over the scatter surface; aircraft antenna rad-
iation distribution characteristics may be accounted for mathematically or by including an
azimuthal-elevation angle look-up table to derive complex horizontal and vertical polar-
ization coefficients)

c.  RMS surface slope and electrical parameters

d.  Surface area resolution parameter (determines the size of the incremental surface area used
in the surface integration routine and thus ultimately affects the fidelity of the predictions).

2Closed-form evaluations of S(7,w) have been constructed by Mallinkcrodt (ref 5-9) and Bello (ref 5-1).
Evaluations of S(7,w) using surface integration techniques have been performed by DeRosa (ref 6-4
and 5-4) and Schneider (ref 5-3). Mallinkcrodt, Bello, and the earlier of the two DeRosa works
cited used a scalar formulation, while the later DeRosa work and Schneider used a vector scatter
formulation.
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@ system geometry
@ complex polarization vectors of airplane

® rms surface slope and electrical characteristics
@ surface area resolution parameter

l and satellite antenna

For incremental surface
area determine:
@ received power (dP)
o time delay {7)
@ Doppler shift {w)

|

Sort dP into
S {1, w) array

Repeat for total
significant scatter
region

Integral and Fourier
operations on S (7, w)

Spread
calculations

-
Qutput

@ delay-Doppler function

@ time-frequency correlation function R (&, £2)

@ Doppler spectra D {w)

® delay spectra Q (1)

@ time autocorrelation function R (¢, 0)

e frequency autocorrelation function R (0, £2)

@ spreads of D (w), Q (1), R (£, Q), R (0,Q2)

L @ total rms scattered energy

Figure 6-1. Scatter Model Block Diagram

6-4



The basic processing function of the computer code may be broken down into three categories.

a. Foreach incremental surface area (dS) considered in the integration, calculate the received
scattered power (dP), the time delay (7), and Doppler shift (w) associated with the return.

b.  Sort the power returned from each incremental area into a two-dimensional array (7,w)
to yield an estimate of the channel’s scatter function S(7,w).

¢.  Perform Fourier and integral operations on S(7,w). to derive the channel’s time-frequency
autocorrelation function, time autocorrelation function, frequency autocorrelation function,
Doppler spectrum, delay spectrum, total rms scattered energy, and spread values of the
unidimensional parameters.

Category ¢ utilizes algorithmic operations identical to those described in section 4. The second
category (b) is a relatively straightforward two-dimensional bin-sorting algorithm and needs no further
explanation.

Category a represents the surface scatter boundary interface component of the model and, to
a large extent, is based on the work of Peake (ref. 6-5). Drawing from this source we briefly present,
with the aid of figure 6-2, the underlying mathematics associated with the derivation of dP, 7, and w.
For ease of interpretation, parameter dP is calculated relative to the power received over the direct
path link whereas w and 7 are evaluated relative to the direct path Doppler and the specular-point
delay values, respectively. The normalized received power from incremental area dS is thus expressed as:

_ 1g* (Tgp + Tep*) 0 dS

@ 41rr12 r22 If}p . C-}SI2 ‘ Lo
where:
r1.Ig,fg = distances as illustrated in figure 6-2.
T.¢ = complex coefficient that accounts for coupling between incident polarization vector,
tilted dielectric surface element, and receiver polarization vector
Oys = surface scatter cross section
ds = elemental surface area
Gp = airplane complex polarization vector for direct-link path
G = satellite complex polarization vector.
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The complex transmission coefficient embodies the aircraft antenna spatial filtering and is
calculated as:

T = (DD [R”(a) (A cos §; + Bsin ;) (C cos 65 + Dsin &)

-Rj(a) (B cos §; - Asin 8;) (Csin §; — 0 cos 65)], (6-2)

=
!

= spherical-earth divergence factor
R”(a) = parallel Fresnel reflection coefficient = (62 cosa - E)/(e2 cosa + E)

R (a) = perpendicular Fresnel reflection coefficient = (cosa - E)/(cosa + E)

€ = complex index of refraction of the surface

E = (62 - sin? a.)l/2

a = angle between incident wave and normal of properly tilted (to produce reflection
into receiver) surface facet

8 = angle between “theta” component of incident wave and the incident “parallel” unit
vector (i.e., vertical polarization with respect to tilted surface)

&g = angle between “theta” component of scattered wave and the reflected “parallel”

unit vector

AB,C,D = transmitter and receiver complex antenna polarization vector coefficients as
described below.

Polarization vectors for the transmit (ﬁT) and receive (l-’R) antenna system are given by:

- A A
- A A
Pp=C Ly +D Lpr , (6-4)
where A R
LTT’ LPT = unit vectors in the theta and phi directions, respectively, with respect to coordinates
I centered on transmitter
Ltr,Lpr = unit vectors in the theta and phi directions, respectively, with respect to coordinates

centered on receiver.

The physical optics very-rough-surface scatter cross section is obtained from:

- T
OXS - cos on pss(ona ¢n) s (6-5)
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where:
On®n
Pss (7 n’¢n) = surface slope probability density function; i.e., the probability that the surface
normal lies within the solid angle d§2, = sin 6,d0,,d¢, is given by the quantity

angles as illustrated in figure 6-2

For this particular analysis, the slope pdf was assumed to be isotropic with the following Gaussian-like
form:
cos 8, —tan? 0 (6-6)
p (0 5¢ ) = eXp 3 .
ST 2 n(1+20?)

where n2 = <tan? 6 ,> = mean square surface slope.

According to Peake (ref 6-5), this representation is quite similar to the standard Cox and Munk
(ref 5-12) distribution and, for surfaces of moderate slope, very nearly satisfies the normalization

conditions:
ff pss(en)¢n) dQn -
f f Dyy(0,8y) tan2 6,1 A2y

It is further noted that for the slope conditions considered in this report, the Pes(01 ¢n)

I
—

n? (6-T)

distribution closely resembles a Gaussian density for a two-dimensional isotropic surface. That is, for
n2 << 1 the exponential factor of the slope distribution decays rapidly and is significant only for small
On; hence cos 0, is well approximated by unity. Furthermore, in the denominator of the exponent, the
factor (1 + 2172) o 1,3 and thus

® , 1 —tan2 Gn (6:8)
p Bn) = = eXp‘ — l . &
ss\Yn'¥n 77’02 7?2

The above relationship, under the constraint that cos 6, = 1, exactly satisfies the pdf normal-
ization condition and is identical in form to that of equation (3.25) of reference 5-6, which was
derived for an isotropic interface whose joint second-order surface height and correlation properties are
Gaussian; i.e.,

2
pltan B, 6) = —Lr— exp | H2E (69)
T tan” B, tan“ B,
where:
p(tang, ¢,) = the polar coordinate equivalent of the slope distribution described in section
75 (i 2k 2 - -
6.5.3, page 6-75 (i.e., 7% = 0% gope: t, = Sy ty = sy)

3For the 12°, 6°, and 3° rms slopes, the approximation (1 + 2172) ~ 1 decreases the denominator of
the exponent by approximately 9%, 2%, and less than 1%, respectively.
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B

angle made by the bisector of the incident and scattered rays with the local normal
to the mean surface (i.e., § describes the requisite geometry for favorable scatter)

tanzﬁ0 = total mean square surface slope = n2
tanzﬁ = tx2 + ty2 = tan2 0,
tys ty = slopes of the surface normal in the x and y directions, respectively.

The joint probability densities p(tx,ty), p(tang,é,) and pss(en,qbn) are related through the expressions

Pss(0:0,) A2, = p(tx,ty) d’txdty = p(tanf,¢,) tanB dtan§ de,.

It can readily be shown that tanf is Rayleigh distributed. Using equation (6-7) in the form

f P (0,:0,) A2, = f f p(tang, ¢,) tan dtanBdg, =1,

and substituting for p(tang,¢,)) from equation (6-9), one obtains (after performing the integration over the

¢, variable),
"
2tanf —tan~g
dtang = 1.
ftan260 °Xp [i‘anzﬁo] A

The integrand in this expression is the marginal pdf for tanf and is readily recognizable as the Rayleigh
pdf, with variable tanf and parameter tanzﬁo.

The correspondence between pg(6,,,¢,) and p(tan 6 ,,¢,) may be obtained through the
following relationships for an isotropic surface (see Hagfors, ref 6-6):

1
pss(6n3¢n) = W pss(en)

_ 27 (6-10)
Pgs(0) = p(tan 6, ¢,))
ss\Vn 053 o, n #n
Thus,
Pes(Opby) = —=——pltan,6,) (6-11)
cos Gn

Equation (6-11) may be used to give an alternate expression for the scatter cross section; i.e.,

U’xs =msecO, 0.0, =7 sec4 0y p(tanb ,0,)),
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which when substituted into the previously presented relationship for dP equation (6-1) yields:

dPp

2 2 4 2
T IT ¢l sect 6 -tan< 6
1 ( d ) cf r n (6-12)

=— = — exp
4 G2 tan? 2
™ \'172) G, - Ggf? tan® 8, tan? g,

This expression is easily identified as the normalized (IGp . GS|2) vector (ch:>F), equivalent to the
formulation given by Staras (eq 2 of ref 5-7). ;

The delay and Doppler variables associated with a given incremental area are determined from:

A7 4w = = -
w == (—np‘v+nd°v) (6-13)
_ 1
T = T(rl + 19 - Iy - rzs) ‘ (6-14)

where fé is the transmitted frequency, c is the velocity of light, and the other parameters are as
illustrated in figure 6-2.

6.2 DELAY-DOPPLER SCATTER FUNCTION

Section 6.1 outlined that the multipath’s delay-Doppler scatter function serves as the basic
system function from which the other model predictions are derived. Consequently, this function has
been generated for all parameter combinations delineated in section 6. As a representative subset of
the total ensemble, we present S(r,w) distributions corresponding to horizontal and vertical polar-
ization probes for high (31°) and low (13°) grazing angles, coupled with 12°, 6°, and 3° rms sea-slope
conditions. The horizontal data is given for both in-plane and cross-plane flight directions whereas
only the in-plane data is presented for the vertical polarization probes. In the following section, the
integral and Fourier operations on the model-predicted S(r,w) function are discussed, Examples used
for that discussion are derived from the S(r,w) distributions of this section. For the purpose of
continuity, the data sets are therefore left in integrated form (i.e., in each figure we present S(r,w),
Q(7), D(w), R(0,), and R(§,0) for a particular set of system and surface conditions). Table 6-2
provides a cross-reference between figure number, sea-surface slope, grazing angle, and aircraft heading.

The S(r,w) scatter functions associated with figures 6-3 through 6-20 provide detailed insight
regarding the grazing angle, polarization, flight direction, and sea-surface slope dependencies of the
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oceanic forward-scatter L-band phenomenon.4 One readily observes that the Doppler frequency
distribution of the returned energy is strongly influenced by aircraft heading (i.e., compare figs 6-3
and 6-9). The dissimilarities between the in-plane and cross-plane S(r,w) functions are seen to
increase as the rms slope increases and as the grazing angle decreases. For the cross-plane case,
individual delay taps possess Doppler spectra that are symmetrical with respect to the specular-
point return frequency of 0 Hz. On the other hand, the Doppler spectra associated with the
individual taps for the in-plane geometry (with flight toward the satellite) are highly asymmetrical,
with the negative-frequency return being significantly more dispersed than the positive-frequency
scatter.

TABLE 6-2. MODEL-PREDICTED SCATTER PARAMETERS: FIGURE REFERENCE

Sea slope, Grazing angle,

Polarization deg deg A/C heading Figure
Horizontal 12 31 In-plane 6-3
Horizontal 6 31 In-plane 6-4
Horizontal 3 31 In-plane 6-b
Horizontal 12 13 In-plane 6-6
Horizontal 6 13 In-plane 6-7
Horizontal 3 13 In-plane 6-8
Horizontal 12 31 Cross-plane 6-9
Horizontal 6 31 Cross-plane 6-10
Horizontal 3 31 Cross-plane 6-11
Horizontal 12 13 Cross-plane 6-12
Horizontal 6 13 Cross-plane 6-13
Horizontal 3 13 Cross-plane 6-14
Vertical 12 31 In-plane 6-15
Vertical 6 31 In-plane 6-16
Vertical 3 31 In-plane 6-17
Vertical 12 13 In-plane 6-18
Vertical 6 13 In-plane 6-19
Vertical 3 13 In-plane 6-20

For all elevation angles and sea-slope conditions associated with the in-plane flight geometry,
we note that S(7,w) is characterized by two distinct sets of spectral “humps.” For a given delay tap,
these humps correspond to the upper and lower Doppler spectra limits over which physically possible
multipath scatter will be returned; the negative-frequency portion is due to scatterers being located on

4It should be noted that S(r,w) is theoretically a “smooth function” of 7 and w. The “choppy”
appearance of certain S(r,w) function plots results from the choice of cell-size quantitation used in
the model-production computer programs.
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Figure 6-7. Model-Predicted Multipath Parameters — Horizontal Polarization, 13° Grazing Angle, 6° Slope,

In-Plane Geometry
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Figure 6-18. Model-Predicted Multipath Parameters —

In-Plane Geometry
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Figure 6-19. Model-Predicted Multipath Parameters — Vertical Polarizat.

In-Plane Geometry
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the subaircraft side of the specular point whereas the positive-frequency component arises from
scatters located toward the subsatellite side of the specular point.5

There are two reasons for the existence of these high-energy spectral humps. The first relates
to the fact that for in-plane geometry the surface elements responsible for returning energy into the
upper and lower Doppler limits of a particular tap lie along the great circle path joining the subair-
craft and subsatellite points and thus have a much larger scatter cross section than any of the other
elements that return energy into the delay tap. The second and perhaps more significant cause is a
consequence of the relatively large area size (maximum for each tap) that gets mapped into the
extremities of a particular tap’s Doppler spectra due to the delay and Doppler contours in the surface
having a tangential intersection.6 This occurs regardless of aircraft heading; however for any geometry
other than in-plane, the locations of the tangential intersections between the delay contour and the
extremities of the Doppler contours move off the great circle path and consequently do not possess as
large a scatter cross section as other scatterers that are located closer to the great circle path and return
energy into the delay tap. For the cross-plane geometry, the off-great-circle displacement of the tang-
ential intersection areas is significantly large; thus as the sea slope decreases7 the relative amount of

energy in the extremities of each tap’s Doppler spectra decreases (e.g., compare figs 6-12, 6-13,
and 6-14).

With respect to the Doppler frequency spectral humps, it should be noted that their position
in the S(r,w) realm depends only upon system geometry and transmitted frequency of the electro-
magnetic wave. The sea-surface rms slope controls the relative amount of energy in each spectral bin.
An increase in slope is accompanied by a flow of energy from the low-delay tap numbers to the higher
delays and from the interior region of a tap’s Doppler spectrum to the exterior limits for the cross-
plane geometry, with the opposite Doppler redistribution occurring for the in-plane case.

SThese observations pertain to in-plane flights directly toward the satellite as in this test program. For
in-plane flights away from the satellite, the roles of the positive and negative Doppler frequency
realms discussed here and elsewhere would be reversed, since scatter from the region on the subair-
craft side of the specular point would, in that case, be associated with positive Doppler.

6Mathematically, this corresponds to the Jacobian of the transformation from the surface spatial
coordinates to the receiver delay-Doppler coordinates becoming infinite.

TThe lower the sea slope the quicker the scatter cross section drops off for an increase in the off-great-
circle location of a surface element.
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For large-delay tap numbers, the behavior of the in-plane geometry spectral humps is of signifi-
cant interest. In particular we note that for an increase in delay, the frequencies associated with the
negative Doppler extremity increase whereas the positive maxima remain at a Doppler frequency that
is essentially invariant. These features are readily explained in terms of the rate of change that the
angle between vectors v and n—p of figure 6-2 undergoes for a change in scatter location along the
great circle line joining the subaircraft and subsatellite points (i.e., the Doppler shift associated
with reflection from a surface element is proportional to the cosine of the angle between velocity
vector and reflected ray, which angle changes much more slowly in the subsatellite direction than in
the subaircraft direction).

Finally it may be observed that under identical surface and geometrical conditions, the S(7,w)
functions for the horizontal and vertical polarization are in close accord. However, as was mentioned in
section 5.1, we are able to discern that the relative weightings between the negative and positive Doppler
returns are larger for the vertical polarization data than for their horizontal counterparts. This results
from the fact that as the scatterers move toward the subaircraft location, their local elevation angles
increase as opposed to a decrease for locations toward the subsatellite point. Hence for the grazing
angles associated with the examples of this section, the negative-frequency returns (subaircraft direc-
tion) Have a larger vertical-to-horizontal polarization reflection coefficient ratio than the positive-
frequency returns. For specular-point grazing angles in the vicinity of the Brewster angle, this observa-
tion will of course no longer hold true.

6.3 INTEGRAL AND FOURIER OPERATIONS ON S(1,w)

Model predictions relating to the multipath channel’s joint time-frequency autocorrelation
function, delay spectra, frequency autocorrelation function, Doppler spectra, time autocorrelation
function, and total rms scattered energy are derived through integral and Fourier operations on the
model-generated S(r,w) function (see sec 4.2 for the mathematical relationships). Results pertaining
to these predictions are given in this section.

6.3.1 Joint Time-Frequency Autocorrelation Function: R(¢,2)

R(£,82) isrelated to S(r,w) through a double inverse Fourier transform operation on the T
and w variables; thus one domain influences the other via the well-known properties associated with
the Fourier transform (e.g., an increase in spread of the 7 variable results is a decrease in the spread,
etc.). Hence the overall grazing angle and slope dependencies of R(£,£2) may be predicted from the
previous discussion in section 6.2.

g
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Correspondingly, we expect that R(£,Q) is strongly dependent upon aircraft heading. To
illustrate this dependence, R(£,82) distributions are given in figures 6-21 and 6-22 for the in-plane and
cross-plane flight directions, respectively. Accompanying each |R(E,Q)| example is the S(7,w) func-
tion from which it was derived. These data were generated for a horizontal polarization probe at a
grazing angle of 19° with an rms sea slope of 6°. For the in-plane geometry case, the R(§,£2) function
is given from two alternate points of view.

Perhaps one of the most obvious features of these two figures relates to the symmetry proper-
ties of the R(§,£2) distribution with regard to the time-lag variable £, adirect result of the Doppler
(w) coordinate symmetry properties of the S(r,w) counterparts. For both R(£,£2) examples we see
that, as expected, the function has peak value for the simultaneous zero time (¢) and frequency (£2)
lags. In general R(£,02) decreases for an increase in either the £ or £ variables. This decrease is
fairly monotonic for the cross-plane geometry yet we note a distinct oscillatory structure in the varia-
ble of the in-plane data example. Furthermore, for a given §2, the oscillatory characteristic results in
a local maximum that does not (except for £2=0) coincide with the & =0 axis. Rather, we observe
that the £ value corresponding to the local R(£,92) maximum is positive and systematically increases
for an increase in §2. For & values greater than the local maximum, the R(£,§2) function has a pre-
cipitous dropoff to a level closely equivalent to its mirror-image value on the negative side of the axis.
It may be shown that the local maximum shoulder associated with the in-plane R(£,8) distribution is
a direct result of the negative Doppler (i.e., returns arriving from the subaircraft side of the specular
point) shoulder of the S(r,w) function. The positive Doppler shoulder, which in comparison with the
negative shoulder quickly becomes asymptotic to the delay axis, gives rise to the symmetrical compo-
nent contained in the R(£,8) in-plane distribution.

6.3.2 Delay Spectra

This parameter is obtained by integrating the model-generated S(r,w) function over its
Doppler variable. Delay spectra dependence upon the polarization, grazing angle, flight direction, and
sea-slope parameters can be estimated by referring to the figures listed in table 6-2. Significant observa-
tions are listed below.

a. The delay spectrum does not depend on the velocity vector of the airplane. The minute
differences visible between the in-plane and cross-plane spectra (e.g., figs 6-3 and 6-9)
result from differences in the surface integration parameters chosen for the two cases.
The parameter JJJ contained in the computer printout heading of each figure is an indica-
tion of this.

b. Sea-surface slope has a much greater influence on the delay spectrum than does the grazing

angle parameter; the higher the sea slope, the heavier tailed the distribution becomes. In
section 64, delay spread parameters are shown to have only a weak dependence upon
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grazing angles and almost no dependence for angles above 15° in conjunction with low-to-
moderate sea slopes.

¢.  Apart from the relative magnitude differences, the high-angle (31°) vertical and horizontal
polarization delay spectra have very similar distributions. On the other hand, the low-
angle data (13°), coupled with sea slopes of 6° and 12°, shows a vertical polarization
spectrum which, compared to its horizontal polarization counterpart, is visibly more dense
in the interior region of its distribution.

6.3.3 Frequency Autocorrelation Function: R(0,£2)

Since the frequency autocorrelation function is derived by taking the inverse Fourier transform
of the delay spectrum, many of its attributes may be deduced from the preceding discussion. First,
we observe that R(0,22) does not depend on the velocity vector of the airplane. Also, since the delay
spectrum is everywhere positive, the frequency autocorrelation function, as expected, has maximum
amplitude for the 0-Hz separation value. With respect to the sea-surface slope effects, it is noted that
a decrease in slope results in a broadening of the R(0,92) amplitude distribution. In contrast, the
grazing angle dependence produces no appreciable difference in the R(0,£2) distributions for the cases
illustrated. Polarization effects on R(0,§2) are also seen to be minimal except perhaps for the low-
grazing-angle cases coupled with the occurrence of high sea slopes, where it is observed that the hori-
zontal polarization distributions are heavier tailed than their vertical polarization counterparts.

6.3.4 Doppler Spectrum

Compared with the other multipath channel unidimensional measures considered, the Doppler
spectrum shows, by far, the greatest dependency upon grazing angle and flight direction system param-
eters. It is also influenced significantly by the sea-surface rms slope and has a slight dependence upon
the polarization of the incident electromagnetic wave. Referring to the figures delineated in table 6-2
we observe that for cross-plane flight geometries the Doppler spectrum has a distribution that closely
resembles zero mean Gaussian, with variance increasing in a linear fashion with an increase in rms sea
slope. These characteristics, especially for the larger sea slopes, are distinctly different from those
associated with the in-plane flight geometry. In general, the Doppler spectra of the in-plane flight
cases are highly asymmetric, with the distribution being heavy tailed in the negative-frequency realm
and possessing a spectral maximum that coincides with a frequency upper limit in the positive realm.
Above this maximum the energy density falls off in a precipitous manner. It is observed that these
attributes become more pronounced as the sea slope increases and as the grazing angle decreases (i.e.,
compare figs 6-3, -5, -6, and -8). In fact, we note that as the opposite conditions occur (low slopes
coupled with high grazing angle), the in-plane distribution becomes increasingly similar to its cross-
plane counterpart (compare figs 6-5 and 6-11).
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The dependence of the in-plane Doppler spectra upon the sea-slope parameter is of particular
interest. For an increase in slope we observe8 that energy near the 0-Hz center of the function is
dispersed toward the extremities of the distribution, with the manner of redistribution being markedly
different for the negative and positive halves of the spectrum. The positive realm is seen to become
increasingly peaked, with the peak shifting toward the high-frequency cutoff of the spectrum; the
spectra density in the negative-frequency region becomes more and more dispersed with the falloff
resembling an exponential decay. As discussed in section 6.2, the behavior of the in-plane Doppler
spectra’s peak distribution and sharp high-frequency cutoff is a direct result of the asymptotic
behavior of the positive-frequency shoulder of the S(7,w) function.

With respect to the polarization characteristics of the Doppler spectrum, we note that for high
grazing angles and low slopes the vertical and horizontal polarization data are in close agreement. For
the low-grazing-angle and high-slope conditions, the vertically polarized spectrum is seen to have a
much higher percentage of energy in the negative portion of the distribution than does the correspond-
ing horizontal data. The phenomenon that produces this observation was discussed previously in.
section 6.2.

6.3.5 Time Autocorrelation Function: R(£,0)

Even though the channel’s time autocorrelation function is related to the Doppler spectrum by
way of the Fourier transform, we observe that its distribution has the same general shape for both
choices of aircraft heading. However, for the large sea slopes the in-plane (R£,0) function decays
considerably slower than the cross-plane distribution. This feature is a result of the very peaked maxi-
mum that the high-slope in-plane Doppler distributions possess. In general a systematic increase in the
dispersion of R(§,0) is associated with a decrease in the sea-surface slope and a decrease in the grazing
angle. Also, as one would expect from the Doppler spectra observations, the horizontal and vertical
polarization R(£,0) results are fairly similar except for the low-angle high-slope condition, where the
horizontal polarization function exhibits a much slower decay than its vertical polarization counter-
part.

6.3.6 Total RMS Scattered Energy

Model predictions of the sea surface’s total scattered energy as received over the satellite-to-
airplane link are presented in figure 6-23. This data has been normalized relative to the energy received
over the direct line-of-sight path, which for geostationary satellite altitudes is closely equivalent to a

8Note that the Doppler shift associated with reflection off a surface element is proportional to the
cosine of the angle between the incident and reflected rays.
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normalization with respect to the energy incident upon the surface. Important features pertaining to
the scatter coefficients are listed below.

a.  Seaslope has a very minor effect on the higher grazing angle (=10°) data.

b.  For the low-grazing-angle results, we note that the vertical polarization coefficients tend
to increase with an increase in sea slope whereas the opposite dependence holds true for
the horizontal polarization results. This behavior results from a combination of
(1) an increased “active” scatter area for the larger surface slopes, coupled with
(2) an effective depolarization of the incident electromagnetic wave, which increases as
the scatterer moves further from the specular point. For example, with respect to the
individual “tilted” flat surfaces that favorably reflect energy into the receiver, the vertical
polarization probe will in fact have a polarization vector that contains a horizontal
component and is reflected with less loss than the vertical component. Other reasons
include (3) the fact that at the lower grazing angles in the vicinity of the Brewster angle
(~7°) the vertical and horizontal reflection coefficients are substantially different from
their higher angle counterparts, and (4) the “Brewster angle fill-in”” effect, which has been
discussed previously in section 5.6.2.

c.  The lower the sea slope the closer the scatter coefficient approaches the classical Fresnel
smooth flat-earth reflection coefficient result as modified by the spherical-earth diver-
gence factor.

6.4 SPREAD VALUE PREDICTIONS

Model-predicted spread values for the multipath channel’s delay spectra, frequency autocorrela-
tion function, Doppler spectra, and time autocorrelation function are presented in this section.
Definitions pertaining to the spread parameter measures given in section 5.3 apply to the model
predictions. In addition, we present the delay spectra’s second moment relative to the specular-point
return. This measure is calculated as:

Y r-rgp? Q)%
=
UQ(T) = ’ (6-15)
Q(n)
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where:
0Q(r) = delay spectra’s second moment with respect to specular delay
TGP = specular tap
Q(n) mean square energy at output of delay tap.

Spread value results are presented graphically as a function of grazing angle (3° to 31°) for sea
slopes of 3°, 6°, and 12° in figures 6-24 through 6-34. Refer to table 6-3 to obtain the correspondence
between figure number, spread measure, prober polarization, and aircraft heading. Observations per-
taining to the spread measure characteristics are summarized below.

TABLE 6-3. MODEL-PREDICTED SPREAD PARAMETERS: FIGURE REFERENCE

Spread

Parameter measure Polarization Heading Figure

Delay 3dB Horizontal a 6-24
10dB

Delay 3dB Vertical a 6-25
10dB

Delay %(7) Horizontal a 6-26

Delay oq(7) Vertical a 6-27

Coherence bandwidth | 3 dB Horizontal and Vertical a 6-28

Doppler 3dB Horizontal In-plane 6-29
10dB

Doppler 3dB Vertical In-plane 6-30
10dB

Doppler 3dB Horizontal Cross-plane 6-31
10dB

Decorrelation time 3dB Horizontal In-plane 6-32

Decorrelation time 3dB Vertical In-plane 6-33

Decorrelation time 3dB Horizontal Cross-plane 6-34

9Delay spectra not a function of heading.

6.4.1 Delay Spread
Delay spread results are presented in figures 6-24 through 6-27.
a.  Aircraft heading has no effect on parameters associated with the delay spectrum.

b. For horizontal polarization and low-to-modest sea slopes (i.e., up to 6°), the 3- and 10-dB
delay spreads are relatively uninfluenced by the grazing angle parameter. The vertical
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Figure 6-24. Model-Predicted Delay Spread — Horizontal Polarization
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Figure 6-25. Model-Predicted Delay Spread — Vertical Polarization
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Figure 6-26. Model-Predicted Delay Spread (Second Moment) — Vertical Polarization
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Figure 6-27. Model-Predicted Delay Spread (Second Moment) — Horizontal Polarization
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polarization data for these slopes is characterized by a local maximum in the vicinity of
the Brewster angle; otherwise it also has a relatively flat grazing angle dependence.

c.  For the larger slopes, the delay spreads tend to increase with grazing angle; the dependency
is relatively strong for grazing angles below approximately 15° and quite weak thereafter.

d.  The similarity between the vertical and horizontal spreads is seen to increase with an
increase in grazing angle and a decrease in sea slope; for the lower grazing angle and
higher slopes, the vertical polarization data in general has the larger 3- and 10-dB spread
value.

e. The °Q(7) spread values have the same order of magnitude as the 10-dB spreads; however,
as opposed to the above observation, we note that the horizontally polarized second-
moment spread is generally larger than its vertical polarization counterpart.

f.  All spread measures (3-dB, 10-dB, and oQ(r) are observed to increase with an increase

in rms surface slope; the functional form of the increase, however, does not appear to be
systematic.

6.4.2 Coherence Bandwidth

Figure 6-28 illustrates model results for the coherence bandwidth.

a.  For the higher sea slopes, model results indicate that the 3-dB coherence bandwidth has a
very weak dependence upon grazing angle, whereas the 3° sea slope yields 3-dB coherence
bandwidth that increases rather sharply for an increase in grazing angle. This result is
somewhat in opposition to that obtained for the delay spread parameter.

b.  In general, the horizontal and vertical polarization data are in fairly close accord.

c.  Coherence bandwidth decreases with an increase in sea slope. .

d. For the 12° sea-slope case, a 3-dB coherence bandwidth of roughly 85 kHz appears to be
typical for grazing angles lying between 3° and 31°; the 6° slope data yields 3«dB

coherence bandwidths ranging from roughly 200 to 275 kHz, with the higher values being
associated with the larger grazing angles.
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Figure 6-29. Model-Predicted Doppler Spread — Horizontal Polarization, In-Plane Geometry
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Figure 6-30. Model-Predicted Doppler Spread — Vertical Polarization, In-Plane Geometry
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Figure 6-31. Model-Predicted Doppler Spread — Horizontal Polarization, Cross-Plane Geometry
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Figure 6-32, Model-Predicted Decorrelation Time — Horizontal Polarization, In-Plane Geometry
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Figure 6-33. Model-Predicted Decorrelation Time — Vertical Polarization, In-Plane Geometry
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Figure 6-34. Model-Predicted Decorrelation Time — Horizontal Polarization, Cross-Plane Geometry
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6.4.3 Doppler Spread
Doppler spread model predictions are given in figures 6-29, 6-30, and 6-31.

a. Both the 3- and 10-dB spread measures increase monotonically as a function of elevation
angle for all three sea slopes. For the cross-plane geometry this increase is, to close
approximation, proportional to the sine of the elevation angle, whereas a very nonsystema-
tic behavior characterizes the in-plane data.

b. The spreads associated with the cross-plane data increase with an increase in sea slope.
For both measures, the spread appears to be linearly related to the surface slope.

c. For the in-plane geometry we observe a rather unexpected slope dependency. Namely,
the largest slopes do not always correspond to the largest Doppler spreads. This occurs
for both the 3- and 10-dB spread measures and for both polarization modes. It results
from the fact that as the slope increases, the amount of energy contained in the asymp-
totic region of the S(r,w)’s positive shoulder increases, thereby causing the high-frequency
end of the Doppler spectrum to become increasingly peaked (i.e., the asymptotic region
is mapped into a single Doppler location). On the other hand, the increase in slope will
cause an increase in dispersion associated with the other regions of the spectrum. Thus
for the in-plane flight direction 3- and 10-dB Doppler spread measures we have a tradeoff
between two factors that have an opposite slope dependence spread effect. These effects
are visibly demonstrated by the data presented in figures 6-6 through 6-8. For the low
grazing angles, the high-frequency end peak becomes very significant and is observed to
result in 3-dB Doppler spreads on the order of 1 Hz (about 10 to 40 times lower than their
cross-plane counterparts).

d. Doppler spread dissimilarities between the in-plane and cross-plane data sets decrease for
an increase in elevation angle and a decrease in sea slope.

6.4.4 Decorrelation Time

Figures 6-32, 6-33, and 6-34 present model-predicted results for decorrelation time.
a. Like the coherence bandwidth measures, the decorrelation time spread values show
systematic dependencies upon grazing angle and rms surface slope, i.e., the decorrelation

times monotonically decrease for an increase in either the slope or grazing angle.

b. The grazing angle dependence appears to follow a sin'1 (grazing angle) relationship,
especially for the cross-plane flight geometry cases.
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€. For most of the grazing angles, decorrelation time decreases approximately linearly with
an increase in sea slope.

d.  Aircraft heading mildly influences decorrelation time, with the in-plane data having
slightly larger decorrelation times than the cross-plane data (particularly for the
large sea-slope conditions).

€. Ingeneral the vertical and horizontal polarization results are in close agreement; however,
we do note that for the 6° and 12° slope cases the vertical polarization data tends to have
a slightly lower decorrelation time than the horizontal equivalent (with the exception of
the 3° grazing angle condition coupled with the 6° surface slope).

f. Decorrelation time difference between the in-plane and cross-plane cases tends to
decrease for an increase in grazing angle and a decrease in sea slope.

6.5 SEA-STATE DATA

In the propagation of signals between satellite and aircraft, unwanted multipath energy is
scattered from the ocean surface. To fully understand this scattering mechanism, a basic knowledge of
the interaction between the surface characteristics and the electromagnetic signal must be obtained.

In this section, a description is given of sea-state measurements and their analysis. This measurement
program was carried out in conjunction with the acronautical tests to provide a source of fundamental
data that could be correlated with the measured link scattering properties.

The basic instrumentation was comprised of three-axis accelerometers, roll and pitch gyros, and
a magnetic compass, all mounted on a wave-following buoy. Damping was provided so that the buoy
responded to wave motion in the same way that an equivalent volume of water would. The roll and
pitch gyros provide data concerning wave-slope distributions, while the accelerometer outputs may be
processed to yield spectral attributes of the ocean surface. Because of its size, the buoy responds only
to wave lengths greater than a meter or so. To allow measurement of the properties of smaller waves,
the buoy was fitted with an array of 10 wave staffs to sense small-scale undulations directly.

Analysis of data collected from these sensors provides information on the ocean properties
relevant to the scattering of electromagnetic waves. In addition to the validation of postulated models,
valuable insight is gained to provide a basis for either extending the models to be more accurate or
simplifying them to the point where elementary descriptors, such as windspeed, may be used to estimate
scattering properties.
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6.5.1 OQutline of the Model

Leading into a discussion of the coupling between sea-state observables and multipath scatter-
ing, a brief description of oceanic wave motion is given.

6.5.1.1 Tutorial Discussion of Wave Motion — The ocean surface can be described and classified in a
variety of ways. The most complete description of current surface scatter models for the ocean con-
sists of the joint probability density function of wave slopes along two orthogonal axes pj l(zx,zy),
the probability density function of wave height p4(2), and the power spectral density of the small-scale
surface heights Soo(kx,ky)g. Other important parameters, some of which can be derived from the
above functions, are the rms wave height, the rms wave slope (omnidirectionality assumed), and the
windspeed and wind direction.

The above functions and parameters derive from a mathematical model for the mean surface,
to which reference is also required for the breakdown and interpretation of sea-state data. Most gen-
erally, the wave surface is represented as a three-dimensional function, n(x,y,t), which is taken to be a
random process in space and time. The process can be advantageously viewed as an infinite sum of
propagating sinusoidal waves with random coefficients. The sinusoidal dependence of each term has

the form:
- —>
cos(wt-kerte), (6-16)

where:

w = angular frequency (radians per second)

k = vector wave number (radians per meter), with components ky and ky in the x and

y directions, respectively
T = surface position vector with components x and y
€ = an arbitrary phase angle.

The dot product in equation (6-16) is given by

kT = kxtkyy (6-17)

9A complete discussion of these functions and their relationships to multipath effects is given in
(ref. 5-5).
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One of the most important means of classifying ocean waves derives from the nature of the
oscillating behavior content in equation (6-17). The descriptive parameters are the temporal angular
frequency w and the spatial angular frequency IIZI in the direction of T. An illustration of this type
of classification is provided in figure 6-35. The wavelength referred to in figure 6-35 is (ref 6-7) that
obtained by writing the magnitude of 12 in the form

K =31 (6-18)

In this expression, @ is the exact analog of wavelength in electromagnetic theory. The terminology
“infragravity waves”, “long period waves”, etc. used in figure 6-35 refers to the mechanism whereby
the wave is generated and-sustained or, in an obvious way, refers to the scale length € .

For gravity waves, the aforementioned constraint between temporal and spatial frequency is
provided by the dispersion relation

w? = Kl g, (6-19)

where g is the constant acceleration due to gravity (9.8 m/sec?). In terms of the wavelength £ and
the temporal period T, this relation can be written in the form

g =& 12 (6-20)

For the interpretation of experimental data, these two relations provide insights into the relation
between the temporal and spatial behavior of the ocean surface.

6.5.1.2 Relationship of Sea-State Data to Multipath Scattering — As discussed in reference 5-5 and

by DeRosa in reference 5-4, the scattering cross section for the ocean surface can be represented in
terms of the joint probability density function of the wave slopes along two orthogonal axes P1 l(zx,zy).
Once the cross section is known, the delay-Doppler scatter function, S(7,w), can be determined along
with all of the lower echelon parameters such as rms multipath spread, Doppler spread, coherence
bandwidths of the channel, etc. Thus, all the important parameters required to characterize the multi-
path channel are derivable from the joint pdf Py l(zx’zy)' There is a sound physical interpretation of
this function’s role in the scattering process; the multitude of wave surfaces provide opportunities, in
any spatial region, for the correct alignment of a surface at the mirror angle between the aircraft and the
satellite. Scattering regions more widely separated from the specular path require steeper wave slopes

to achieve the correct facet alignment, and the fact that this is less likely to occur for regions widely
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separated from the specular path than for paths near specular can be described in a quantitative way
with the use of a waveslope pdf.

In addition to their representation in terms of P l(zx,zy), the channel parameters and sub-
sidiary functions (delay and Doppler power spectral densities) can be represented directly in terms of
Tslopes the rms fluctuations of the surface slope. This kind of representation is achieved via the
assumption of a specific form (e.g., joint Gaussian) for the slope density and the method of “‘steepest
descent,” which provides a satisfactory solution for most aeronautical satellite applications. As
examples we point out the explicit relation between 3-dB Doppler spread presented in this report and
Bello’s representation of the delay power spectral density as a function of 5lope and geometric
parameters (ref 5-1).

It should be pointed out that the availability of experimental joint pdf’s for wave slope allows
a direct comparison of model calculations using measured pdf’s and model calculations using a joint
Gaussian pdf parameterized appropriately with the measured value of 5lope-

The prediction of multipath effects in operational systems would be greatly facilitated if one
could make predictions based solely on standard oceanic observables such as wind velocity and/or wave
height. Usefulness of such an approach currently hinges on the validity of relationships such as those
presented in reference 6-8 (p. 16) which have been called from other references (refs. 5-12 and 6-9).
From reference 6-9 we have a functional relationship between the rms wave height, Oy, and the
windspeed, V, given by

0}, = 0.00455 V2, (6-21)

with o} givenin ft and V in knots. From reference 5-12 we have the relation between rms wave
slope, %lope and windspeed V:

Igope = 0.1 (a+b V)2, (6-22)

where a and b are constants that depend on whether the slope is in the upwind direction, the cross-
wind direction, or is omnidirectional. Specifically, the coefficients are

Upwind: a=0 ,b=0.163
Crosswind: a=0.3,b=0.099
Total: a=0.3,b=0.264
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Again, Vis in knots!0 and the slope parameter ¢ is dimensionless.

Combining the two relations above, one obtains a velocity-independent relation between the
rms wave height and rms slope:

2

1000%,,0 - @
op = 0.00455 { — 2% __ | (623)

The objectives of the sea-state data reduction effort are seen then primarily in terms of the
derivation of experimental slope distributions and wave-number spectra, along with the correlation of
slope data with observed windspeed and sea conditions.

6.5.2 Sea-State Data Reduction

The sea-state measurement periods generally covered periods of 40 min of buoy deployment.
Altogether, seven different data segments are available, some corresponding to days on which the air-
craft was flown in the multipath tests. However, on these occasions there was a time differential
between the two sets of measurements of approximately 5 hr, so it would be unwise to expect very
close predictions of actual scattering conditions from the sea-state data.

Table 64 lists the data segments processed and includes all relevant parameters. For these
measurement days, the data reduction included:

Wave-slope pdf’s from roll, pitch, and compass variables
Wave-height and acceleration spectra from accelerometer variables
Small-scale wave-height spectra from the wave staffs

Statistical analysis of wave-height acceleration.

po oow

Details of this processing are given below. Further discussion of the wave instrumentation
is contained in appendix B of volume IV.

10q, deriving the empirical relationship of equation (6-22), Cox and Munk used data acquired for a
range of wind velocities up to 18 kn. Data presented later in table 6-5 applies this relationship for
measured wind velocities slightly in excess of this value.
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TABLE 6-4. TABULATION OF SEA-STATE TAPES PROCESSED AND PARAMETER VALUES DERIVED

Slope parameter Standard deviation
Segment | Wind Wave | Wave
Date Tape length, velocity, | Sea staff staff
(1975) number min kn state g, oy P A, Ax Ay 1 5
Jan. 29 SSD06 32 26 1 ft — - — 0.18 0.035 | 0.036 | 0.100 | 0.100
Jan, 30 SSDO7 32 5 1 ft 0.127 | 0.167 |-0.86 0.20 0.033 | 0.032 | 0.103 | 0.105
Mar. 25 SSDO1 16 10 2-ft 0.019 | 0.021 0.074 | 0.079
swell
Mar. 27 SSD02 24 20 2 ft 0.080 | 0.066 | 0.162 | 0.29 0.043 | 0.035 | 0.161 | 0.164
Mar. 28 SSD03 16 16 2-ft 0.082 | 0.069 | 0.118 | 0.25 0.045 | 0.045 | 0.161 | 0.147
swell
Mar. 31 SSD04 32 20 2 ft 0.065 | 0.051 0.084 | 0.149
Apr.1 SSD05 24 19 2 ft 0,037 | 0.035 |-0.045 | 0.20 0.06 0.06 0.089 | 0.129

6.5.2.1 Slope Probability Density Functions and RMS Values — Sea-state data measurements of roll
and pitch from the tapes listed in table 64 were used to generate plots, printouts, and data file copies
of the j'oint wave-slope probability density functions. As derived in section B.1.6 of appendix B,
volume IV, removal of bias was effected before the transformation of the raw roll and pitch data to
slopes. Also, as described in detail in the above appendix, the reference coordinate system is rotated
so that the positive x-axis points in the direction of the satellite.

The slope distribution parameters derived from tapes SSDO1 to SSDO7 are summarized in
table 64.

The joint probability density function for wave slopes taken from sea-state data tape SSDO1 is
illustrated in figure 6-36. The distribution in this figure is quantized to 10 levels and is meant only
to illustrate the geometric configuration of the distribution. The elongation in the y-direction is -
misleading; due to the nature of the printout, there is a 3:2 stretching of the y-axis relative to the
x-axis. The figure, however, does provide a rough indication of the distribution and shows no over-
riding irregularities or asymmetries.

The correlation coefficients, along with the mean values (biases) for the wave slopes and the
individual standard deviations, are listed in the figure. The rms wave slopes Ogx and Ogy in the x-
and y-direction have the numerical values:

Ogx = 0.01909 and oy, = 0.02182,

As regards the standard deviations, one can note that a slope value of 0.02 corresponds to an
angle 6 =1.15°
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The marginal slope densities py(x) and py(y) plotted in figures 6-37 and 6-38 provide a
more accurate quantitative picture of the wave statistics. These pdf’s, of course, are calculated
according to

oo

p1(x) = f P11 (xy) dy,

=00
with a similar relation existing for pl(y).

The Gaussian-like behavior of these functions is evident and there is little difference between
them.

The data from tape SSD04 gives rise to the geometric configuration of figure 6-39. One can
see immediately the greater spreading due to the rougher seas.

The marginal slope densities for this tape (plotted in figs 6-40 and 6-41) also indicate greater

spreading (notice the difference in horizontal scale). For this tape, the rms slope values ogy and Ogy
in the x- and y-directions have the numerical values

0y = 0.06546 and og, = 0.05128.

Table 6-4 contains a complete summary of all data segments processed, including the rms
slope values. Note that an “omnidirectional” rms slope measure, Oglopes ©2N be derived from

- 2 2
Ostope = vasx + Ogy

=V_2 Ogx when Ogx = Ogy.

slope represents rms variation of the slope normal vector projected onto a horizontal
plane without regard to direction.

The parameter ¢
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6.5.2.2 Reduction of Buoy Acceleration Data — The vertical acceleration of the buoy can be used to
derive the spectrum of both acceleration and wave-height variations. As discussed in section 6.5.1, the
ocean surface can be thought of in terms of a superposition of propagating sinusoidal waves, each with
a velocity determined by the dispersion relationship (eq. 6-19). This relationship between wavelength
and frequency of height fluctuations observed at a point in space allows the acceleration spectrum to
be interpreted in terms of a distribution of wavelengths.

Statistical analysis of acceleration yields plots such as those of figure 6-42 (March 25 , 1975) and
figure 6-43 (March 31, 1975). Typical power spectra for acceleration and height are shown in figures
6-44 and 6-45. The height spectra were obtained by weighting the acceleration spectral estimates with
1/f*. Note that some difficulty can be expected in attempting to extract the mean square wave height
by integrating these spectral estimates. To do so successfully would require the acceleration spectra
to roll off toward the origin at low frequencies as f* or better. Recourse to a time-domain approach
involving a double integration of the data does nothing to obviate this difficulty.

6.5.2.3 Wave-Staff Data — Typical probability density functions generated the wave-staff height
records for tapes SSDO1 and SSD04, which are illustrated in figures 6-46 and 6-47, respectively. The
most obvious and significant feature contained in the figures is the increased standard deviation of
the data on the second tape. This is in agreement with the relative spreading of the joint wave-slope
pdf’s depicted earlier and, similarly, reflects a rougher sea condition for the second tape.

The dependence of each staff’s rms height on staff location within the wave-staff geometry is
illustrated in figures 6-48 and 6-49. In figure 648 (tape SSDO1), the standard deviation ranges from
8.419 cm at wave-staff 1 to 18.08 c¢m at wave-staff 7. Clearly, the wide range of data on the second
tape implies that wave-staff data taken during rough seas may have very limited value.

Spectral analysis of the various wave staffs produces characteristics such as those shown in
figure 6-50. When combined with the accelerometer data, as shown in figures 6-51 and 6-52 for two
particular days, the wave-staff spectra provide an extension to the high-frequency portion of the
curve.

6.5.3 Discussion of Experimental Results

The sea-state data analysis has given additional weight to the wave-slope and wave-height models
used previously in aeronautical channel models. The experimentally derived slope pdf’s are shown to
have the general form of a two-dimension Gaussian distribution with very nearly circular symmetry,

T [0 = oy and p = 0. This allows the slope distribution used in multipath models to be approxi-
mated with a simple single parameter form;i.e.,
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Figure 6-44. Acceleration and Height Power Spectra, March 25, 1975
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Note: Numbers in parentheses are in centimeters.

Figure 6-48. Configuration of Wave-Staff Standard Deviations for Sea-State Data, Tape SSDO1
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Note: Numbers in parentheses are in centimeters.

Figure 6-49. Configuration of Wave-Staff Standard Deviation for Sea-State Data, Tape SSD04
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P(sy:sy) = [\/—_2#—08 :l exp { - (s,z( +S§,> 20¢ ],

=V2g

with o

slope S -

Wave-height spectra obtained from the buoy accelerometer and wave staffs conform with
previous theoretical and experimental estimates. Note that slope distributions are obtained by
sensing tilting motion of the buoy and, therefore, include only the effects of waves with frequencies
on the order of 1 Hz or less. In effect, the buoy acts as a 1-Hz filter on the roll, pitch, and accelera-
tion processes.

The acceleration spectrum can be related to the roll and pitch (or, equivalently, slope) spectra.
It can be shown for a superposition of gravity waves that

Sx( + Sy(D = = 8,(M) ,

where:
Sy = spectrum for x-slope
Sy = spectrum for y-slope
S, = spectrum for vertical acceleration
g = gravitational constant.

Thus, the slope spectrum can be expected to have the same kind of high-frequency rolloff as that
exhibited by the acceleration. From an integration of the acceleration spectrum over frequency up to
a maximum of f, one can determine the slope parameter Islopes which applies to waves having
wavelength less than

_ _B
20—21r

oR

From the two spectra presented, it would appear that the main contribution to the derived values of
wave-slope standard deviation comes from waves of frequency less than 0.5 Hz;i.e., 6.2 m wavelength.

It was suggested in section 6.5.1.2 that sea-state parameters should be available from observa-
tions of quantities such as windspeed and rms wave height. Table 6-5 indicates the values of %lope
predicted from windspeed using equation (6-22). These results were obtained using the data from
table 64;’in table 6-5 the values of Tslope resulting from slope measurements are shown for compari-
son purposes. Agreement is not particularly good, possibly because of the several hours difference
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between wind and slope measurements. Also indicated in table 6-5 are the values of rms height o,
predicted from wind velocity using equation (6-21).

TABLE 6-5. COMPARISQN OF MEASURED AND PREDICTED

SL.LOPE PARAMETERS
Wind Predicted Measured
Date velocity, Oy 0 slope Oy oy T5lope

(1975) kn ft

Jan. 30 5 0.1 0.13 0.127 0.167 0.20
Mar. 25 10 0.45 0.17 0.019 0.021 0.03
Mar. 27 20 1.82 0.23 0.08 0.066 0.10
Mar. 28 16 1.16 0.21 0.082 0.069 0.1
Mar. 31 20 1.82 0.23 0.065 0.051 0.08
Apr. 1 19 1.64 0.23 0.037 0,035 0.06
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7. CONUS MULTIPATH TEST RESULTS

An extensive data base of CONUS forward-scatter multipath has been obtained. This collec-
tion covers a range of grazing angles from 22° to 48° and a variety of terrain electrical characteristics
(lakes to dry snow), surface roughness (flat plains to mountainous), and vegetation coverage (heavily
forested to barren). In addition, several hours of data pertaining to multipath reflections during the
approach, taxi, and takeoff phases at large airport environments was obtained.

Due to the nonisotropic nature of the overland scatter surface, the analysis and modeling
of the CONUS multipath channel is not nearly as straightforward as it is for the oceanic case and
almost necessitates that each return signal structure be treated ds a separate entity. Such a treatment
is beyond the scope of this document; nevertheless, we do attempt to provide representative results
that illustrate some of the fundamental scatter signatures associated with the data. For example,
multipath returns from the following terrain features receive specific attention in the remaining sections
of this document:

Vegetation-covered terrain
Snow-covered terrain

Lakes (frozen and liquid)
Coastal harbor/large city areas
Airport landing environments.

The data base for the CONUS multipath channel characterization was obtained from the
September 19 and October 30, 1974, flights over the eastern United States; the February 18 and 19,
1975, flights over central Canada; and the February 20, 1975, flight over eastern Canada and the
U.S. Due to experimental difficulties, the West Coast mountain terrain flight of November 2, 1974,
produced little valid data and therefore is not included in this report, A small section of that
data has been published in an earlier interim report.

Pertinent system parameters for each of the flight tests are listed in table 7-1.

In an attempt to correlate gross terrain features with the results given in this section, each
flight test’s specular-point trajectory is shown superimposed upon global navigation and planning
charts. These trajectories were derived through use of the KC-135’s INS latitude and longitude
outputs and have been time tagged to provide cross-reference between the geographic area and
certain data sets of this report. The specular-point overlays are given in figures 7-1 through 7-5 and
are related to the test dates as follows:



September 19,1974 . . . . . . . . . . . . . . . . . Figure7-1

October30,1974 . . . . . . . . . . . . . . . . . . Figure7-2
February 18,1975 . . . . . . . . . . . . . . . . . . Figure73
February 19,1975 . . . . . . . . . . . . . . . . . . Figure74
February 20,1975 . . . . . . . . . . . . . . . . . . Figure7-5,

In general, the February flights provide us with snow-covered and winter lake (both frozen and liquid)
terrain features, whereas the September and October series gathered data from heavily vegetation-
covered terrain (both flat and mountainous) and coastal harbor/large city environments (e.g., New
York). Typically, the flight legs running in the north-south direction correspond to in-plane flight
velocity vectors and the east-west directions represent cross-plane velocity legs.

TABLE 7-1. SYSTEM PARAMETERS FOR SELECTED CONUS TESTS

Parameter Measure
Aircraft groundspeed Approx 190 m/sec
Aircraft barometric altitude Approx 31,000 ft
Elevation angle 30° to 40°; Sep. 19, 1974

40° to 48°; Oct. 30, 1974

22° to 27°; Feb. 18, 1975

27° to 39°; Feb. 19, 1975

28° to 37°; Feb. 20, 1975

Probing rate 10-MHz for Sep. 19 and Oct. 30, 1974, and the airport
environment probes

65 MHz for en route portions, Feb. 18, 19, 20, 1975

Also included in the specular-point trajectories are delimiters that indicate the local terrain
area from which a delay-Doppler scatter function, S(r,w), and the associated integral, Fourier, and
spread parameters were obtained. For example, refer to figure 7-1 which presents the Sptember 19,
1974, flight test specular-point overlay, and note a descriptor S(7,w); g tagged to the last leg of the
test (1249 to 1300). The subscript 18 is in a similar fashion appended to all parameters that we derive
from S(7,w);g. Hence, the subscripts appearing in the spread parameter and other results presented

later in this document may be related back to the appropriate specular-point location from which
they were produced.

In presenting the results of the CONUS multipath probes, we begin with a fairly general
description of the channel and proceed toward more specific parameters by reducing the order, or
degrees of freedom, of the signal structure. Hence, section 7.1 is devoted to the time-variant nature
of the multipath channel characteristics and serves to illustrate the nonisotropic properties of over-
land surface scattering. This is accomplished through use of the delay-spectra time history data
reduction output. Section 7.2 presents the channel’s S(r,w) function, which for a very short “snap-
shot” time segment yields a characterization in terms of the delay and Doppler variables associated

7-2



Figure 7-1. September 19, 1974, Flightpath Specular-Point Trajectory
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Figure 7-2. October 30, 1974, Flightpath Specular-Point Trajectory
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Figure 7-3. February 18, 1975, Flightpath Specular-Point Trajectory
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with the multipath signal. In turn, S(r,w) is reduced to lower, or equivalent, echelon parameters
through integral and Fourier operations on the delay and Doppler coordinates. These procedures
yield an estimation of the channel’s joint and separate time and frequency autocorrelation functions,
delay spectrum, Doppler spectrum, and total rms scatter coefficient. With the exception of the
scatter coefficients, examples pertaining to the above parameters are also given in section 7.2.
Although the rms scatter coefficient measure and the spread parameter measures of the unidimensional
channel spectra and autocorrelation functions are at the low end of the degree of signal characteriza-
tion, they provide us with some of the most useful and applicable properties of the multipath phe-
nomena. These results are given in sections 7.3 through 7.7. The airport landing, taxi, and takeoff
multipath environment results are treated separately from the en route CONUS results and are
presented in section 7.8.

With the exception of the airport environment tests, the CONUS data was gathered over the
simultaneous vertical and horizontal polarization probes. For all intervals of valid data collection
(totaling roughly 12 hr of test time), the channel’s delay-spectra time history has been determined
for each of the polarization states. These outputs were used not only to provide an overview of the
channel’s time-variant characteristics but also to aid in the selection of time intervals to which the
detailed S(r,w) spectral analysis was applied. When possible, at least one time interval per flight test
leg (14 min of data collection) was subjected to the S(7,w) analysis; usually an interval producing a
very active or strong multipath return was chosen.

7.1 DELAY-SPECTRA TIME HISTORY

7.1.1 Summary of Observations

The channel’s delay-spectra time history, Q(t,7), provides a partial illustration of the time-
variant nature of the CONUS multipath probes. In addition, Q(t,r) may be used ta obtain an over-
view of the magnitude and delay-spectra characteristics associated with generalized terrain characteris-
tics over which the specular-point traverses. For this reason each interval of valid data collection has
been subjected to delay-spectra time history analysis. In total this represents approximately 12 hr of
experiment time, providing an extensive data base from which one may (1) select time intervals
of interest that warrant further data analysis (e.g., S(r,w)) and (2) delineate the more obvious
scatter signatures associated with a variety of CONUS terrain conditions. The remainder of this
discussion relates to item 2. Although somewhat of an overgeneralization, we have segregated the
terrain types into the following categories: vegetation-covered, snow-covered plains, snow-covered
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mountains, large-size lakes, coastal harbors, large industrial cites, and residential areas. The salient
Q(t,7) features of each category are discussed below.

Vegetation-Covered: Signal amplitude return was very low, mos: ilely due to foilage
absorption of the electromagnetic wave. The observable signal structure was relatively
time invariant, except for intervals when the specular point traversed a small area of
high reflectivity (e.g., lake, river, road, rock outcropping). By comparison these intervals
produced high-energy unitap signals that appear as spikes superimposed upon the low-
level, modestly spread background return.

Snow-Covered Plains: Snow-covered plains produced relatively intense low-spread returns,
with a modest amount of signal stationarity. The defoliated deciduous trees in the
“glistening region” usually effectively attenuated, or broadly dispersed, the signal.

Snow-Covered Mountains: Returns were fairly strong, with spreads occasionally somewhat
equivalent to the higher grazing angle oceanic data. Possibly due to the large-scale size of
the scattering elements, the delay spectra exhibited a high degree of granularity and non-
stationarity.

Large Lakes (Liquid): 1In their liquid state, large lakes produced Q(t,7) arrays with
attributes similar to the oceanic test probes. Namely, the signal strength was very large
(roughly equivalent to the Fresnel reflection coefficient magnitude) and the surfaces
produced a broadly dispersed return. These characteristics were essentially invariant over
the duration of the probes; however it is believed that wind and fetch conditions signifi-
cantly influence the spread properties of the signal.

Large Lakes (Frozen): A frozen lake presents either an ice- or snow-covered surface. The
snow-covered large lakes had signatures similar to those of the flat snow-covered terrain.
In general, partially frozen lakes (e.g., frozen along the shoreline) produced larger spreads
than lakes totally frozen and covered by snow. This is thought to relate to a “rafting

and ridging” phenomenon that accompanies the freezing, thawing, and wind-generated
wave pressures acting upon the ice/water interface of partially frozen lakes.

Coastal Harbors: For the relatively small amount of coastal harbor data gathered, the
Q(t,7) function revealed characteristics similar to those of the oceanic and large-lake
probes. As previously stated, this implies a high-energy, broadly dispersed signal that is
fairly stable except for the shoreline areas.



Industrial Areas: Delay-spectra signatures from industrial and business areas typically
exhibited very little spreading, with the bulk of the returned energy being contained
within 0.1 or 0.2 psec of the specular-point return. A probable explanation for this is
that industrial buildings are box shaped, in general with flat roofs and sides perpendicular
to the level ground. Such conditions allow little energy to be returned from regions
other than near the vicinity of the specular-point area.

Residential Areas: The residential areas produced multipath signatures distinctly dif-
ferent from those of the industrial areas. Typically, the residential returns did not have an
overwhelming amount of energy in the specular-point tap and gave the appearance of
being either highly attenuated or broadly dispersed. These characteristics are somewhat
similar to those of the vegetation-covered terrain probes, although much of the residential
area traversed (i.e., Brooklyn, New York City) did not have a substantial vegetation cover.
The difference between the industrial and residential area multipath signatures might be
related to roof structures, with the residential buildings generally being more peaked and
thus producing a more broadly dispersed return.

7.1.2 Example Results

The following paragraphs present Q(t,7) examples that illustrate signal structure characteristics
of scatter from several of the categories delineated in section 7.1.1.

7.1.2.1 Coastal Harbors/Large-City Areas/Vegetation-Covered Terrain — This example, taken from

a leg of the September 19, 1974, multipath test (see fig 7-1), presents Q(t,r) characteristics associated
with multipath return from coastal harbors, large-city areas, and vegetation-covered terrain. A
detailed specular-point trajectory for this particular segment is presented in figure 7-6, with the
corresponding Q(t,7) function illustrated in figure 7-7(a) through (d). It is noted that the example
delay-spectra time history corresponds to traversal of Long Island Sound, Long Island, Lower New
York Bay, and a segment of northeastern New Jersey.

The boundaries of these individual terrain characteristics are quite explicit; thus ground and
delay-spectra features are easily compared and enable us to isolate return from:

Coastalharbors . . . . . . . . . . . . . . 1238:22t01239:23

1242:15 to 1244:00
Large-cityareas . . . . . . . . . . . . . . 1239:23t01242:15
Vegetation-covered terrain . . . . . . . . . . 1244:00to 1245:56.
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Figure 7-6. Specular-Point Trajectory (September 19, 1974) — New York City, Harbor
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AXIS

DELAY SPECTRA TIME HISTORY
BATE 9/718/74 HORIZONTAL POLARIZATIDN
TAP RESOLUTION .1 MICROSEC

TIME INTERVAL 127387 .061 0 12/39/59.000

S\
SIS
<SH \\ N
N S

Business area (probe

entering) high-
b absorption region)
{Traversing Long Island Sound

-

Business area (low spread) _

MINITMUM MAXIMUM INCREMENT
EXPERIMENT TIME RELAYIVE TO T-STARTISEC) .00 1120.00 20.00
DELAY TAP | .1 MICROSEC. ¥WIDTHI 30.00 75.00 $.00
DELAY PSD [ LINEAR) .0015000.00 3000.00

a) Long Island Sound

Figure 7-7. Example of CONUS Delay-Spectra Time History
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DELAY SPECTRA TIME HISTORY
DATE 9719774 HORIZONTAL POLARIZATION
TAP RESOLUTION .1 MICROSEC

TIME INTERVAL 12/739/59.095 70 12/41/58.13§%

d /
/C Residential area

-

AXLS
X

MINIMUM MAXIMUM INCREMENT
EXPERIMENT TIME RELATIVE fO T-START[SEC) .00 120.00 20.00
Y DELAY TAP { .1 MICROSEC. WIDTH] 30.00 75.00 $.00
z DELAY PSD [ LINEAR] .0010000.00 1D000.00

fb) Long Island

Figure 7-7. (Continued)



DELAY SPECTRA TIME HISTORY
DATE $/198/74 HORIZONTAL POLARIZATION
TAP RESOLUTION .1 MICROSEC

TIME INTERVAL 12741/50.140 10 12/43/57.175

N

\K Entering northwest coast of New Jersey, business

AXIS

] CXPERIMENT TIME RELATIVE TO T-STARTISEC)
v DELAY TAP [ .1 MICRQOSEC. WIDTHI
z OELAY PSO [LINEAR]

MINIMUM MAXIMUM INCREMENT
.00 120.00 20.00
30.00 7S.00 $.00
.0010000.00 1000.00

(c) Lower New York Bay

Figure 7-7. (Continued)



AXLS

BELAY SPECTRA TIME HWISTORY

DATE 9/19/74 HORI1ZONTAL POLARIZATION

TAP RESOLUTION .1 MICROSEC
TIME INTERVAL

12/42/57.193 10 12/45/56.213

\ Vegetation (flat} terrain

MINEMUM MAXTIMUM INCREMENT
.00 120.00 20.00

30.00 75.00 $.00
.0010000.00 1000.00

EXPERIMENT TIME RELATIVE TO T-START|ISEC ]
DELAY TAP [ .1 MICRDSEC. WIOTHI
DELAY PSD [LINEAR]

(d) Northwest New .lersey

Figure 7-7. (Concluded)



Figure 7-7 has been time-segmented by brackets a through h; the segmented times are briefly
discussed below.

a. Characteristic Q(t,7) signatures of probe moving from business areas to high-scatter
areas (i.e., vegetation or rural areas).

b. Probe entering, traversing, and leaving Long Island Sound. Note the increase in delay
spread and signal stationarity as the probe-illuminating area is predominantly over water.

c. Low spreading (almost unitap), characteristic of flat-top building reflections (i.e.,
industrial areas).

d. High scatter or absorption area; low-level delay amplitudes relatively unchanged from
that seen for building scatter. Typical of residential areas. Note the high absorption at
d'; possibly traversing a park area.

e. Characteristics similar to item c; probably more business in area.
f.  Same characteristics as item c; crossing Lower New York Bay.
g.  Presents characteristics similar to items e and ¢; therefore appears to be business area.

h. Vegetation-covered terrain; high absorption during interval h' of figure 7-7(d) is typical
of dense foliage. High-amplitude fluctuations of h'' are related to the presence of small
lakes, rivers, or flat open areas.

7.1.2.2 Snow-Covered Semimountainous Terrain — As noted in section 7.1.1, snow-covered terrain
may produce Q(t,7) features with a high degree of signal nonstationarity, especially if the terrain is
forested (deciduous or nondeciduous) or mountainous. A semimountainous leg associated with the
flight test conducted on February 20, 1975, is presented as an example of this terrain type. Pertinent
system parameters are:

Flight direction: In-plane (toward ATS-6)

Airplane speed: Approximately 190 m/sec
Airplane altitude: Approximately 9.5 km (31,000 ft)
Elevation angle: Approximately 30°

Using a log of the KC-135’s INS latitude and longitude outputs, the specular-point trajectory
for this leg has been superimposed upon a terrain profile map as shown in figure 7-8. The channel
delay-spectra time history for horizontally polarized signals is illustrated in figure 7-9(a) through (d).
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Figure 7-8. Specular-Point Overlay, Leg F-G, February 20, 1975
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DELAY SPETYRA TIME HWISTORY

DATE 2/720/7S MORIZONTAL POLARIZATION

TAP RESOLUTION .2 MICRJSEC

TIME INTERVAL: 127 5/34.007 10 12/ 7/34.208

AXIS
x

MINIMUM MAXIMUM INCREMENT
.00 120.00 20.00

20.00 65.00 5.00
.00 3000.00 300.00

CXPERIMENT TIME RELATIVE TO T-STARTISELC)
A DELAY TAP I .2 MICROSEC, NIDTH]
2 CELAY PSO I LINEARI]

{a) 2-min Time Interval No. 1

Figure 7-9. Delay-Spectra Time History — Leg F-G, Horizontal Polarization, February 20, 1975
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OELAY SPETTRA TIMI MISTCRY

DATE 2/20/7S5 HMORIZONTAL POLARIZATICON

TAP RESQLUTION .2 MICROSEC

TIME INTERVAL 127 7/34.215 10 127 9734.415

AXLS

MINIMUM MAX[MUM INCREMENT
.00 120.00 20.0Q

20,00 65.00 $.00
.00 7000.00 1000.00

EXPERIMENT TIME RELATIVE IO T-START(SCC)
DELAY TAP [ .2 MICROSEC. WIDTH)
DELAY PSO [LINEAR)

{b) 2-min Time Interval No. 2

Figure 7-9. (Continued)
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CELAY SPICTYRA TIMC HISTIRY
DATC 2720775 WORIZONTAL POLARIZATION
TAP RECSOLUTION .2 MICROSEC

TIMC INTERVAL 127 9/34,422 10 12711/734.822

2

AXIS
X

MINIMUM MAXIMUM INCREMENT
CXPCRIMENT TIM™ME RCLATIVE T0 T-STARTISEC] .00 120.00 20.00
v DCLAY TAP [ .2 MICROSEC. WICTH] 20.00 85.00 5.00
2 DELAY PSO [LINEAR) .00 %000.00 500.00

{c) 2-min Time Interval No. 3

Figure 7-9. (Continued)
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DELAY SPECTRA TIMZ WISTCRY
DATE 2720775 MOARIZONTAL POLARIZATION
TAP RCSOLUTION .2 MICROSEC

TIME INTERVAL 12711/34.629 0 127/13734.829

2

AXES
4

MINIMUM MAXIMUM INCREMENT
EXPER[MENT TIME RCLATIVE 'O '-STAR'ISEC ) .00 120.D0 20.00
Y BELAY TAP | 2 MICROSEC., wIDTH] 20.00 65,00 $.00
2 OCLAY PSD [LINCAR] .00 2500.00 SC0.00

fd) 2-min Time Interval No. 4

Figure 7-9. (Concluded)



To enhance the output resolution, the mean square energy outputs corresponding to only a 40-
tap region in the vicinity of the most active return have been plotted (rather than all 112 taps).

A cursory analysis of the data reveals the presence of a variety of spectra signatures ranging
from high-energy, single-tap to relatively low-energy, multitap occupancy. We also observe the
occurrence of what appears to be a multimode reflection process (e.g., 1208:30). No definitive
correlations of these phenomena with terrain features have been attempted although it appears that
whenever the specular point traverses a body of fresh water (probably frozen for the February series)
such as a river, the return has a characteristic high-energy unitap reflection component in its delay-
spectra time history.

For comparison, the vertical polarization counterpart of the above data for a 2-min segment
is presented in figure 7-10. Note that the vertical and horizontal probes occur simultaneously. Compar-
ing the horizontal data of figure 7-9(d) with vertical data reveals that the two sets vary in concert with
each other to a relatively high degree.

7.1.2.3" Large Lakes — Due to fresh water’s relatively high reflection coefficient magnitude, lake
scatter probably represents one of the most significant CONUS multipath interferences. As stated
earlier, small bodies of water surrounded by vegetation-covered or mountainous terrain contribute to
the nonstationarity of the CONUS signal structure and appear as high-level unitap returns superimposed
upon broadly spread, low-level spectra from the surrounding terrain. In general, as the lake dimensions
increase, the background scatter diminishes and the multipath signature eventually becomes unimodal
when the area of the lake encompasses the “glistening region” of the multipath process.

A portion of the February 19, 1975, multipath test was flown in the north-south direction
over the Great Lakes (see fig 7-4). Sample results are presented for the horizontally polarized probe’s
traversal of Lake Michigan. Informa‘[ion1 obtained from the Great Lakes Environmental Research
Laboratory indicates that the northern 20 miles of this lake was frozen, whereas the interior lake
region was in the liquid state.

The example Q(t,7) probe data are given in figures 7-11, 7-12, and 7-13. Figures 7-11 and
7-12 are time-sequential Q(t,7) plots corresponding to the probe’s lake entry and first 12-mile
traversal (i.e., ice covered). The third figure represents return from the midlake region (i.e., liquid
state).

1A report being published by the Great Lakes Environmental Research Laboratory will contain
this and other information.
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CELAY SPECTRA TIML HIS"I3Y
DATE 2720/25 VERTICAL

TAP RESOLUTION
TIME INTERVAL

PALARIZATION
.2 MICROSEC

12/711/734.629 10 12/713/7/34,029

2

AXTS
X

MINIMUM MAXIMUM INCREMENT
CXPERIMENT TIME RELATIYE IO T .STARTIISEC]

Y DELAY TAP |

.00 120.00 20.090
2

20.00 65.00 $.00
.00 4500.00 500.00

.2 MICROSEC. WIDTHI
DELAY PSD ULINEARI

Figure 7-10. Delay-Spectra Time History — Leg F-G, Vertical Polarization, February 20, 1975
(2-min Time Interval No. 4)

7-23



DE_AY SPECTRA TIME HISTORY

DATE 2/19/75 HORIZONTAL POLARIZATION

TAP RESOLUTION .2 MICROSEC

TIME INTERVAL 11/ 1/ .208 TO 11/ 3/ ,408

Specular point
at lake shoreline

Relatively flat,
snow-covered

i round retu
Lake multipath coming gl rn
from subsatellite direction

of specular point i i .
e Glistening region entering the

north shore of Lake Michigan

AXTS MINIMUM MAXIMUM INCREMENT
X EXPERIMENT TIME RELATIVE TO T-START[SEC] a 120 20

Y DELAY TAP | .2 MICROSEC. WIDTHI 0 120 20

Z DELAY PSD [LINEARI Q 250 S0

Figure 7-11. Delay-Spectrum Time History, Lake Michigan North Shoreline, February 19, 1975
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DELLY SPECTRA TIME WIS ORY

DATE 2/19/75 HORIZONTAL POLARIZATION

TAP RESOLUTION .2 MICROSEC

TIME INTERvVAL 11/ 3/ .415 YO 11/ 4/39.578

Increased surface
roughness region
]

X et - \ Y
S
S
Specular point moving in-lake
over shoreline ice layer
AXIS MINIMUM MAXIMUM [NCREMENT

x EXPERIMENT TIME RELATIVE TO T-STARTISEC]! a 100 10

Y DELAY TAP [ .2 MICROSEC. WIDTH] ] 120 20

z DELAY PSO [LINEAR] Q 1500 300

Figure 7-12. Delay-Spectra Time History, Lake Michigan — Ice— February 19, 1975

7-25



DELAY SPECTRA TIME WISTORY

DATE 27198775 HORIZONTAL POLARIZATION
TAP RESOLUTION .2 MICROSEC

TIME INTERVAL 11/12/725.209 TQ 11/14/25.408

Receiver noise

Mid-lake (liquid) return

AXIS MINIMUM MAXIMUM [NCREMENT
X EXPERIMENT TIME RELATIVE TO T-STARTISECL] a 120 20
Y DELAY TAP [ .2 MICROSEC. WIDTHI 0 120 20
z BELAY PSD [LINEAR] ] 400 30

Figure 7-13. Delay-Spectra Time History, Lake Michigan — Liquid— February 19, 1975
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Descriptions delineating pertinent terrain and signal structure characteristics have been
included with the Q(t,7) plots. These characteristics are discussed below.

a. Prior to the specular point entering the lake (fig 7-11), we observe a signature characteris-
tic of fairly flat, snow-covered terrain. Also, as the specular point approaches the shore-
line, the tails of the delay spectrum become enhanced by the arrival of far-forward
scatter from the lake surface. The enhancement moves inward toward the origin of the
delay spectrum the closer the probe gets to the lake boundary.

b.  Figure 7-12 covers the first 12 min of lake traversal and illustrates a delay spectrum that
progressively increases in spread. This is attributed to an increase in deformities (rafting
and ridging) associated with the interior regions of the lake ice.

c.  The interior segment of the lake’s Q(t,r) distribution (fig 7-13) is highly stationary, with
a relatively large dispersion. These attributes are similar to the high-angle oceanic multi-
path signatures (further discussion relating to Fourier operations on the midlake return is
given in the next section).

7.2 CONUS DELAY-DOPPLER SCATTER FUNCTIONS AND ASSOCIATED PARAMETERS

The preceding section provided a sample overview of the CONUS channel delay-spectra
signatures. As one would expect, when a high degree of nonstationarity in the channel delay spectra
is observed, there exists a corresponding degree of delay-Doppler scatter function, S(7,w), nonstationar-
ity. In this section several samples are presented to iltustrate the variety of CONUS scatter functions
observed.

S(7,w) represents the power spectral density of received multipath energy having delay 7
and Doppler frequency shift w. Typically, we derive S(r,w) over a 7-sec time interval. In many
cases the surface characteristics being probed will change appreciably over this time interval; thus it
should not be assumed that S(r,w) represents a complete statistical description of the channel.

Each CONUS delay-Doppler scatter function has been assigned a subscript number cross-
referencing it to the specular-point trajectories shown in figures 7-1 through 7-5.

In the following sample presentation, each S(7,w) distribution is accompanied by its delay
spectrum, frequency autocorrelation function, Doppler spectrum, and time autocorrelation function.
For several of the examples, the channel’s joint time-frequency autocorrelation function is also
presented. For clarity, this distribution is plotted from two alternate points of view. Relationships
between the above channel measures and the S(7,w) function are given in section 4.

7-27



As one might expect, the CONUS scatter medium provides an ensemble of unique S(1,w)
functions. Although it may represent somewhat of an oversimplification, we have categorized the
signatures according to the following list:

Low spreads

Modest spreads
Asymmetrical Doppler spread
Large spreads

Multimode returns

Brewster angle scatter.

Samples for each of these categories are furnished in figures 7-14 through 7-24. These data are
related to the above scatter signatures and terrain profile characteristics through use of table 7-2; a
brief discussion pertaining to each category is given below.

7.2.1 Low Spreads (figs.7-14 and 7-15)

When the scatter medium is relatively flat over the entire surface responsible for returning
energy under normal to precipitous slope conditions, the received signal structure will be unimodal
with very low spreads in both the delay and Doppler coordinates. Such conditions were observed to
occur primarily over large frozen lakes and sections of the central plains of Canada. The example
presented corresponds to scatter from a frozen lake and possesses delay and Doppler spectra that
decay very quickly. Conversely, the joint autocorrelation function and its axial cuts were observed
to fall off slowly.

7.2.2 Modest Spreads (fig. 7-16)

A high percentage of the CONUS returns from the east coast flight trajectories yield signatures
that fall into this category. The example of figure 7-16 pertains to a cross-plane flight track over farm-
land. Delay and Doppler two-sided 3-dB spread values of 0.3 usec and 70 Hz are associated with this
signature. These spread values (see sections 7.4 and 7.6) are fairly typical for the majority of the
CONUS test results but are much smaller than typical spreads observed for oceanic scatter. The
observed CONUS spreads appear to be representative of expectation based on an rms slope of
roughly 39.

7.2.3 Asymmetrical Position Scatter (fig. 7-17)

In general, inhomogeneities in the electrical and slope statistics of a reflecting surface will
result in a scatter intensity that does not exhibit a highly asymmetrical distribution about the specular-
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TABLE 7-2. CONUS S(t,w) FUNCTION: FIGURE REFERENCE

Test Cross-refarence
date, to specular-
Category Figure Function Remarks mo-day-yr point overlay
Low spreads | 7-14 S(T,(A))76 Probe traversing a lake, probably 2/20/75 Fig. 7-5
frozen
7-15 R(, Q')76 Time-frequency autocorrelation 2/20/75 Fig. 7-6
function of S('r,w)76
Modest 7-16 S(T,wl4q | Cross-plane flight, gently rolling 10/30/74 Fig. 7-2
spreads land
Asymmetrical | 7-17 S{T.wlyg |Probe traversing lakeshore line 2/19/75 Fig. 7-4
scatter
Large 7-18 S(‘r,w)56 Probe traversing Lake Michigan 2/19/75 Fig. 7-4
spreads 7-19 S(T,wlq4 | Winter mountainous overland probe | 2/20/75 Fig. 75
7-20 R(E,Q)74 Time-frequency autocorrelation 2/20/75 Fig. 7-6
function of S(T,w)74
Multimode 7-21 S(T,(';.))43 Lake return superimposed upon 10/30/75 Fig. 7-2
scatter foilage-covered mountain return
7-22 S(‘r,w)s.l Multimodal return producing 2/18/75 Fig. 7-3
double-peaked Doppler spectra
Brewster 7-23 S(T,w) 44 | Traversing Lake Winnipeg, 2/19/75 Fig. 7-4
angle scatter horizontal polarization
7-24 S(T.wlyg | Traversing Lake Winnipeg, 2/19/75 Fig. 7-4
vertical polarization

point return. In the receiver’s delay-Doppler coordinate system these asymmetrics manifest themselves
as frequency perturbation and consequently have the potential to produce highly irregular Doppler
spectra. Illustrating an example of this irregularity is the data presented in figure 7-17, which corres-
ponds to a winter cross-plane flight with the probe crossing the Lake Winnipeg shoreline boundary.
The negative Doppler returns represent scatter from the west side of the specular point and thereby
correspond to lake region multipath, whereas the positive Doppler returns, which are highly attepuated
correspond to scatter from the shoreline terrain. Unlike the S(7,w) and Doppler distributions, the
R(£,82) function is quite symmetrical for this example. The symmetry of R(£,82) is relative to the
time-separation variable, which is related to the Doppler frequency via the Fourier transform integral.
Since D(w) in figure 7-17 is quite symmetrical, the symmetry of R(§,82) is in accord with expectation.

3

7.2.4 Large Spreads (figs. 7-18 through 7-20)

Many CONUS terrain features produce scatter functions having a high degree of dispersion
in both the delay and Doppler coordinate domain. The analyzed data generally indicates that this
condition exists when the probe traverses harbor areas, large lakes, and snow-covered mountainous
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terrain. To illustrate conditions resulting in large spreads, two examples are presented: one taken from
the Lake Michigan probe and the other representing scatter returns from snow-covered mountainous
terrain.

The Lake Michigan scatter characteristics are given in figure 7-18 and represent data gathered
at a grazing angle of approximately 38° with an in-plane flight direction vector. These results are similar
to the overocean channel measurements for high-angle conditions as presented in section 5 and corres-
pond to one of the most broadly spread multipath returns that have been observed for both oceanic
and CONUS data sets.

Informal discussions with the Great Lakes Environmental Research Laboratory have confirmed
that the central portion of Lake Michigan was not frozen during the time period over which the multi-
path probe was conducted. Thus it is of interest to compare the results of figure 7-18 with those
corresponding to multipath return from a large frozen lake. Examples of frozen lake signatures are
used in subsequent paragraphs to illustrate the Brewster angle effects on high-angle CONUS scatter.
Drawing from this source one may refer to figure 7-23, which represents multipath characteristics
from the February 19, 1975, in-plane flight direction probe of Lake Winnipeg, to illustrate a S(7,w)
function considerably less spread than the Lake Michigan data. The results for the Lake Winnipeg
probe are probably representative of frozen lake multipath signatures; one would expect the nonfrozen
lake conditions to be strongly dependent upon wind and fetch conditions and, hence, more variable.
For cases of low or negligible wind velocities and for certain shoreline regions, spectra similar to those
of the ice-covered lake could be expected.

S(1,w) and R(%(,82) distributions for the snow-covered mountain scatter are presented in
figures 7-19 and 7-20, respectively. The flight direction was in-plane and the grazing angle was
roughly 36°. With the exception of the perturbation near the origin of the distribution, which pro-
duces a double peak in the delay spectra, the data for this set is to a first order fairly equivalent to the
Lake Michigan scatter function. In fact, the Doppler distributions are quite similar in shape, with the
3-dB spreads being within approximately 10% of each other. In comparison with the results for the
low-spread case, we observe that R(£,82) decays very rapidly and possesses a significant amount of
secondary structure in its distribution. As discussed in section 5.2.1, a large portion of this structure
can be attributed to the combination of large surface slopes coupled with the in-plane geometry
flight conditions.

7.2.5 Multimode Scatter (figs. 7-21 and 7-22)

A large percentage of the CONUS scatter returns exhibit some multimodal characteristics in
their signatures. These properties are particularly dramatic when a locally flat surface with high con-
ductivity is (1) located amongst terrain with a heavy vegetation cover or (2) is surrounded by a
mountainous region.
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Two examples of such returns are shown in figures 7-21 and 7-22. S(7,w)43 presented in
figure 7-21 corresponds to a specular-point trajectory that traverses a relatively small lake located in
rather mountainous terrain with heavy vegetation cover. We note the high-density tap return cor-
responding to return from the lake and are barely able to discern the broadly dispersed background
scatter returned from the surrounding mountains. The mountain return is much more visible on the
delay- and Doppler-spectra distributions, where it takes on the low-level highly spread spectra char-
acteristics. It is of interest to note that the lake return is delayed by roughty 0.5 usec from the
earliest mountain multipath. With respect to the autocorrelation function, the lake and mountainous
returns have just the opposite influence, with the lake multipath resulting in a slowly decaying com-
ponent and the mountain scatter providing a component that falls off rapidly.

Scatter function S(r,w)g] given in figure 7-22 represents snow-covered terrain multipath
where two low-spread scatter processes are superimposed upon a broadly spread diffuse return. Since
the aircraft was flying toward the satellite, one may postulate that the more delayed low-spread return
corresponds to a locally flat surface area tilted slightly toward the satellite direction whereas the
least delayed unitap process arrives from a relatively flat nontilted surface area. Asa result of the
multimode nature of the scatter surface, the Doppler spectra are observed to possess two very distinct
spectral peaks.2

7.2.6 Brewster Angle Scatter (figs. 7-23 and 7-24)

For CONUS scatter, the Brewster angle (i.e., that angle associated with the minimum vertical
polarization reflection coefficient) occurs at a much higher value than for the oceanic case. The exact
value of the Brewster angle depends on the relative dielectric constant of the surface, and (as shown in
fig 7-26) it may occur at angles as high as 43° for some CONUS conditions. In general, the lower the
content of liquid water in the reflecting medium, the higher the Brewster angle. Thus dry land, ice, and
snow have higher Brewster angles than moist soil, marsh, and lakes.

For systems employing circular polarization, the Brewster angle is of particular importance
since it marks the grazing angle above which the scattered energy undergoes a sense reversal; at angles
less than this, the reflected and incident waves have the same rotational sense. Consequently, for
many low-grazing-angle CONUS conditions, the antenna system’s multipath rejection ratio will not be
enhanced by the phenomenon of circular polarization sense reversal.

2Such effects, of course, will significantly perturb the spread parameter calculations that are presented
in the following section (e.g., the 3-dB Doppler spread for this case is relatively small whereas the
10-dB measure is quite high).
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When geometrical conditions exist such that the specular-point grazing angle coincides with the
surface’s Brewster angle, the scatter function signatures for the vertical and horizontal polarization
probes differ appreciably. We illustrate this by the data presented in figures 7-23 and 7-24, which
correspond to the returns gathered over the simultaneous horizontal and vertical polarization probes,
respectively. The flight took place over Lake Winnipeg (frozen) with in-plane geometry conditions
and a specular-point grazing angle of 26.9°, which is roughly equivalent to the Brewster angle for ice.
On comparing the two S(r,w) functions, one readily observes the relative predominance of the
specular-point tap for the horizontal polarization case; for the vertical polarization distribution the
specular-point tap is much less significant and is, in fact, seen to contain less energy than the tap
adjacent to it. Discussion pertaining to this polarization effect, referred to as “Brewster angle fill-in,”
is given in section 5.1. Similar to the oceanic case, this phenomenon results in the vertical polarization
probe having significantly larger delay- and Doppler-spectra spreads than its horizontal polarization
counterpart. Conversely, the opposite is seen for the time and frequency autocorrelation function
spreads included in figures 7-23 and 7-24.

7.3 RMS SCATTER COEFFICIENTS

The multipath signal’s rms scatter coefficient (I') is defined as the ratio of total received
scattered energy to the energy incident upon the surface. This parameter provides a quantitative
measure of the total scatter intensity and is obtained for both the horizontal and vertical polarization
probes through the following relationship:

2
r =20 6piey dB, (7-1)
<ID|¢>
where:

<]D|2> = mean square direct-path signal; derived from the quad-helix antenna’s direct line-of-
sight component

<|I|2> = mean square multipath power obtained by integrating S(r,w) over both its delay
and Doppler variables

GD/GI = adjustment factor to account for parameters such as the direct and indirect signal

transmission ERP’s, etc. (see section 5.2.6 for details of this factor).

Figures 7-25 and 7-26 present the experimentally derived values of ' for horizontal and
vertical polarization, respectively. These data are given as a function of grazing angle and are accom-
panied by theoretical Fresnel “smooth earth” reflection coefficient curves and a series of mid-angle
results corresponding to the ATS-5 L-band experiment (ref 7-1). ATS-5 results are included in this
presentation since they include a range of grazing angles (15° to 20°) for which data could not be
acquired effectively during this program because of the ATS-6 satellite location. As indicated in the
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figures, all data points have been tagged; the ATS-6 experimental data points have a subscript number
cross-referenced to the locations indicated on the specular-point overlays of figures 7-1 through 7-5.

The ATS-5 data ensemble has been segregated into winter and summer test conditions. Summer
data was obtained from the southern portion of Alaska and from the Yukon and Northwest Territories
of Canada. These data collection stations covered terrain profiles ranging from flat marshland to very
precipitous mountains. Typically, the lower altitude marshland regions correspond to modest to heavy
vegetation cover and the mountainous areas provide a barren rock or glaciated surface. The winter
ATS-5 results were obtained from high-latitude regions in northern and northeastern Canada. Terrain
profiles varying from flat to mountainous were subtended and we may consider the areas to be barren
or snow-covered, with little or no vegetation.

It is well known that the water content of a scatter surface is perhaps the most significant
single parameter influencing the magnitude of the Fresnel reflection coefficient. We also expect the
CONUS flight vector to traverse surface areas that vary markedly in their water content properties.
Thus the theoretical reflection coefficient relationships have been plotted for a variety of electrical
characteristics; see table 7-3.

TABLE 7-3. REFERENCE PERMITTIVITY AND CONDUCTIVITY
VALUES ASSUMED FOR VARIOUS TERRAINS

Relative
Terrain permittivity Conductivity, mho/m

Sea water 81 46

Fresh water 81 5 x 10'3

Marsh 30 1.1x 107

Ice 3.2 2x 103
Moderately dry soil 25 1x 10'4

Wet soil 20 1x 1072

Wet snow 1.6 5x 107

Dry snow 1.15 1x 10'4

In general, the data points of figures 7-25 and 7-26 are observed to be fairly well bracketed by
the 'y and I'y relationships corresponding to the above parameters. Horizontal I values range
from a low of -18 dB to a high of +2 dB whereas the vertical coefficients range from -24 to -3 dB. On
a total point basis, it appears that the vertical coefficients are more biased to the high side of the
theoretical predictions than the horizontal coefficients. This is especially true in the vicinity of the
Brewster angle and is most likely attributed to the concept of “Brewster angle fillin” (see sec. 5.2.6)
as well as the influence of depolarization, which is a natural phenomenon affecting multipath com-
ponents returned from locations that are not on the great circle path joining the subaircraft and
subsatellite points.
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We have included only a small number of I' values corresponding to scatter from regions
completely covered by vegetation since these returns are attenuated to a level that usually transcends
the precision of the system capabilities and are therefore of lesser interest for the design of an opera-
tional CONUS system. The I' — value data points with subscript numbers 2 and 1 (for the horizontal
and vertical reflection coefficient data, respectively) are two examples illustrating the influence of
heavy vegetation cover on the intensity of the returned multipath signal. These scatter coefficients
were measured for the September 1974 flight test probe over the east coast of the United States (see
fig 7-6), and were observed to be roughly 12 dB below the values one might expect for typical under-
lying soil conditions (slightly moist soil). On many other occasions for the September 19 and October
30 flights, the delay-spectra time history information indicates I" values substantially below those
associated with the above two examples. In general, the data included in this section for the non-
snow-covered terrain relates to time segments during twhich the Q(t,T) plots indicate the presence of
a significant amount of returned energy. With the use of detailed map overlays, these conditions may
almost always be correlated with times when the specular point traverses nonforested regions such as
small bodies of water, highways, manmade structures, or rock outcroppings.

7.4 DELAY SPREADS

Using the delay spread definitions of figure 5-18, the 3- and 10-dB CONUS delay spread values
have been determined for a variety of terrain profiles and are presented in figures 7-27 and 7-28. The
data, which have been segregated into winter and fall conditions, are given for both horizontal and
vertical prober polarizations and provide a measure of the time-delay dispersion characteristics of the
multipath process. As a general observation, we note that the 3-dB spread values range from a low of
approximately 0.1 usec to a high of 1.2 usec whereas the 10-dB measures range between 0.1 and 3.0
usec. In general, all data sets exhibit very little dependence upon grazing angle, which is in accord with
model predictions for a Gaussian surface (see sec 6.4). The data ensembles exhibit a rather large
variance, most likely due to the gross inhomogeneities of the CONUS surface, which tends to mask
any small grazing angle dependence that might be present.

In comparing the fall and winter delay spreads, we detect a slight tendency for the winter
results to exceed those of the fall series. This could be directly related to the terrain over which the
respective flight tests were conducted but is thought to more likely reflect the manner in which the
fall series data analysis intervals were chosen. As previously stated, most of the fall flight tests were
flown over terrain with heavy vegetation cover, which highly attenuated the multipath signal. Very
few of these weak returns were analyzed; preference was given to intervals during which the specular
point traversed a vegetation-free region. Typically, these regions are relatively small and flat (e.g.,
small lakes, roads, building tops, etc.) and thereby produce multipath returns that are subject to fairly
small dispersions in both the delay and Doppler signal coordinates. On the other hand the winter flight
tests pertain to scatter off snow-covered terrain or large lakes (Lake Superior, Lake Michigan) and thus
have potential for relatively extensive delay and Doppler spreads.
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Finally, we note that the winter spread values are typically lower than the oceanic spread
results. This is to be expected since the winter tests, for the most part, were flown over the relatively
flat or gently rolling plains of central Canada.

7.5 FREQUENCY COHERENCE BANDWIDTHS

The frequency coherence bandwidth of the overland reflected signal is in essence a measure of
the channel’s frequency autocorrelation function spread. We therefore expect it to be somewhat pro-
portional to the inverse of the delay spread measures and interpret it to represent the upper frequency
limit to which two transmitted carriers may be separated yet still meet a specified degree of correlation
(e.g., 0.5) at the receiver. In a manner similar to that used for the oceanic data presentation, we
restrict our attention entirely to the multipath signal and do not consider the influence of the direct
line-of-sight component on the frequency coherence bandwidth.

Experimental results for both horizontal and vertical polarization are given in figure 7-29. We
have seéregated the measurements into fall and winter flight test categories and note immediately the
high degree of dispersion that exists in each data ensemble. This follows directly from a similar delay
spread observation and most certainly relates to the wide variety of terrain characteristics in the
CONUS environment. Comparing the delay spread results with the coherence bandwidth measurements
confirms the general “inverse proportional” relationship that exists between the two measures. Since
the overland scatter process is on occasion multimodal, the relationship should not be expected for
each and every data point of the ensemble.

Considering all CONUS test conditions, the range of 3-dB coherence bandwidth measures
varies from a low of roughly 150 kHz to a high of several MHz (note that the resolution capabilities of
the prober chip width duration establish an upper limit to which coherence bandwidth may be
measured). For the fall test series, a median 3-dB coherence bandwidth measure of roughly 750 kHz
is observed, whereas the winter results produce a somewhat smaller median value of approximately
600 kHz. As discussed in section 7.4, these findings are thought to be indicative of the terrain over
which the winter flights were conducted as well as the criteria used to select time intervals for the fall
data analysis.

It is of interest to note that when compared with the fall results, the winter test series has a
much larger percentage of its data points with 3-dB coherence bandwidth values in excess of 2 MHz.
However, both series produce roughly the same percentage of data points in the vicinity of the lower
limit to the delay spread measures. This most likely results because the winter data with low delay
spreads probably corresponds to scatter from a fairly smooth surface that is somewhat extensive and
homogeneous. These conditions are known to produce delay spectra that decay rapidly and have
essentially no energy in their distribution tails; these attributes in turn imply a frequency autocor-
relation function that decays slowly and possesses a very large spread measure. On the other hand,
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the fall data with low delay spreads were taken at time intervals during which the specular point
traversed a small region of relatively high conductivity (e.g., rivers, roads, etc.) typically surrounded
by foliage-covered terrain. This condition produces delay spectra with a high-energy unitap com-
ponent superimposed upon a relatively low-energy highly spread distribution. The latter component
is a result of scatter from the foliage or underlying terrain that encompasses the area of high
reflectivity and will produce an increase in the decay of the channel’s frequency autocorrelation
function.

7.6 DOPPLER SPREADS

The Doppler spread attributes of the CONUS vertically and horizontally polarized multipath
probe signals are given as a function of grazing angle in figures 7-30 through 7-33. Results are segregated
according to flight test series (fall and winter), aircraft velocity direction (in-plane and cross-plane),
and spread measures (3 and 10 dB). Delimiters have been attached to each data point to provide a
cross-reference with the specular-point trajectories presented in figures 7-1 through 7-5. The spread
measures refer to the two-sided Doppler dispersion as illustrated in figure 5-18.

With the exception of data points 50, 56, 59, 60, and 74, which represent data collection over
Lake Michigan, Lake Superior, and the Adieundacy Mountains northeast of Montreal, the majority of
the Doppler spreads appear to have 3-dB spreads that lie between 20 and 125 Hz and take on a typical
value of approximately 60 Hz. The CONUS spectral analysis procedures (data-smoothing windows, etc.)
set a lower limit of roughly 20 Hz on the frequency spread measures. Hence several of the low-value
data points are expected to have spread values somewhat less than indicated. We note that the 3-dB
values, with the exception of the above mentioned points, do not exhibit a strong dependence upon
grazing angle, flight direction, polarization, or test series.

The 10-dB spread measures are observed to vary over a wide range of values, with the majority
of the points falling between a low of 40 Hz and a high of 500 Hz. We are able to discern a slight
tendency for the spread values to increase with an increase in grazing angle. Although this relationship
is in accord with theory, it is believed to be more indicative of the terrain type differences over which
the high- and low-angle flights were conducted (i.e., the low-angle flights were typically flown over
gently rolling, snow-covered plains whereas several of the higher angle conditions occurred over large
bodies of water and east coast mountainous terrain). Further discussions relating to the influence of
grazing angle and rms slope upon the Doppler spreads are given at the end of this section.

In comparing the CONUS Doppler spread measures with those of the oceanic test, we are able
to discern both differences and similarities between the two data sets. The most obvious area of
departure between the data ensembles is the propensity toward very low spread values for the CONUS
results. This is especially true for the 3-dB measure, where most of the CONUS results fall below the
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100-Hz values; generally the opposite is observed for the high-angle (e.g., >20°) oceanic conditions.
Because the aircraft velocity magnitudes for the two tests were roughly equivalent, one concludes that
the oceanic test conditions generally encountered surfaces whose slope characteristics were more pre-
cipitous than those for the CONUS probes. This comparison is believed to be valid for the winter
flights which, as previously stated, were conducted mainly over gently rolling terrain. On the other
hand, the criteria used for selecting the data intervals to be analyzed for the fall CONUS tests most
likely caused an overemphasis of low-spread signal analyses.

As compared with the 3-dB spread results, we note that the 10-dB CONUS spreads appear to
be in closer accord with the high-angle oceanic data. This is especially true for the fall flights and may
be due in part to the influence of vegetation scatter on the tails of the Doppler distribution (see section
7.5 for a similar discussion) or to the fact that the overland slope distribution is more closely fit to an
exponential relationship as opposed to the well-verified Gaussian slope pdf for oceanic surfaces.
Spreads associated with CONUS specular-point trajectories subtending large lakes and winter mountain-
ous regions are well correlated with the observed high-angle oceanic results. In particular, the previously
delineated points corresponding to flights over Lake Superior (50 and 60), Lake Michigan (56 and 59),
and the Adieudacy mountains (74) provide typical 3- and 10-dB spread values of 200 and 450 Hz,
respectively. These values may be compared with typical high-angle (=31°) oceanic 3- and 10-dB
spreads of 170 and 300 Hz. The small difference between the grazing angles associated with the test
conditions should not induce a significant perturbation to the above comparison (roughly 15% bias in
favor of the CONUS results).

To relate the spread measures to theoretical expectation, one may use the steepest descent
predictions given in section 5.3.3; i.e.,

Ba tan §, [Vlz + VIZ] 7 siny

=
Il

Doppler spread measure
tan 8, = rms surface slope
\A = cross-plane velocity component

<
It

in-plane velocity component
grazing angle at specular point.

2
1]

This relationship is valid if: (1) the elevation angle is greater than the surface rms slope and
(2) the surface is very rough (electromagnetically) and has a Gaussian slope distribution that is isotropic
over the total effective scatter region. For CONUS applications, the latter restrictions on the surface’s
slope distribution are not in general expected to be met; thus, the above steepest descent Doppler
spread relationship must be considered to be a crude estimate. However, it seems reasonable to expect
that, for the range of grazing angles probed, the sin vy and velocity direction dependencies of Bare
relatively insignificant as compared to the variation in the surface rms slope parameter. As a first-order
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approach one might also use the above relationship for B to extend the data observation base to
alternate grazing angle and velocity magnitude conditions.

7.7 DECORRELATION TIMES

In this section the CONUS 3-dB decorrelation times are given as a function of grazing angle for
both the horizontal and vertical polarization probes. The data sets, segregated according to test series
(fall and winter) and aircraft heading (in-plane and cross-plane), are presented in figures 7-34 and 7-35.
The decorrelation time parameter represents the upper time limit separation to which two identical
frequency L-band carriers may be spaced yet still meet a specified degree of coherency (0.5) at the
receiver. The decorrelation time is obtained from the channel’s time autocorrelation function and, to
good approximation, is inversely proportional to the Doppler spread measure.

As shown in figures 7-34 and 7-35, decorrelation times of the CONUS multipath signal are
spread over a wide range of values. The trend of the data does not indicate a pronounced grazing
angle, polarization, flight direction, or flight series dependence. For all but one data point, the decor-
relation measures lie between values of 1 and 10 msec, and we may ascribe an average value of roughly
4 msec to the total ensemble. Comparing the data values of this section to the Doppler spreads of the
previous section provides a general confirmation of the predicted inverse dependence relationship
between the two channel measures. As a first-order approximation, the inverse of the Doppler spread
relationship found in section 7.6 may be used to extend the decorrelation time measures to alternate
velocity and grazing angle conditions. We note that the Lake Michigan, Lake Superior, and Adieundacy
mountainous terrain conditions (i.e., points 50, 60, 56, 59, and 74 for the winter series) produce
decorrelation time values on the order of 2 msec, which in turn is representative of the high-angle
oceanic data set measures.

7.8 AIRPORT MULTIPATH ENVIRONMENTS

Multipath airport environment data were gathered on the approach, landing, and taxi phases at
three airports: O’Hare International (Chicago), JFK International (New York), and NAFEC, located
northwest of Atlantic City, New Jersey. All probes were conducted with a 10-MHz chip rate and used
a single low-gain crossed-slot antenna located close to the top centerline of the airplane. This antenna
possessed nominal LHC polarization characteristics and thus provided an enhanced multipath return
at the expense of a direct signal polarization mismatch relative to the RHC polarized ATS-6 uplink.
For all three airports the elevation angle to ATS-6 was approximately 39°.
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7.8.1 Runway Taxi Conditions

[

With the airplane on the ground and conducting typical taxi maneuvers, the returned signal
structure possessed the following attributes. N

a. Significant amplitude fluctuations were observed on the received direct tap3 signal of the
crossed-slot operational antenna. This may be attributed to a number of factors, such as
building shielding of the direct line-of-sight signal, antenna pattern variation as a function
of aircraft orientation, and interference (both constructive and destructive) due to multi-
path arrivals falling within the direct tap bank.

b. Very little multipath energy was returned with delays greater than 0.2 usec relative to the
direct signal arrival. The level of multipath energy with delays greater than 0.2 usec was
at least 20 dB below the direct-path signal.

These observations are illustrated with the sample results taken from the February 19, 1976,
O’Hare airport test sequence. Presented in figure 7-36 is a time log of the airplane location superimposed
on a runway building structure descriptor of O’Hare; also included is an arrow indicating the direction
toward ATS-6. The delay-spectra time history presented in figure 7-37 demonstrates the variations in
the direct tap signal amplitude when using the crossed-slot antenna during the time interval 1204 to
1207:30. The direct signal is located midway between taps 22 and 23 of the bank and corresponds to
the plateau-like signal in the display. Through analysis of the corresponding numerical output, the
direct signal is observed to have peak-to-trough variations in excess of 5.2 dB. More detailed plots
illustrating the delay spectra of the total (direct plus multipath) signal from the crossed-slot antenna
are given in figures 7-38 and 7-39. These data correspond to 2-sec sample spaces centered about exper-
iment times 1205:17 and 1206:24, respectively, and are representative of the typical delay-spectra
signatures obtained for the taxi scenorios. They have been subjected to a first-order noise-removal
process wherein noise is determined from delay spectra of a multipath-free region of the tap bank and
then subtracted from all taps. Results generally indicate that the bulk of the delay returns arrive no
later than 0.1 or 0.2 usec after the direct signal.

7.8.2 Approach and Landing Maneuvers

Due to fairly rapid airplane altitude and attitude changes, the multipath characteristics in the
landing and approach phases of an airport environment are somewhat different from those associated

3With the aircraft on the ground, the 10-MHz chip rate (the highest available with the SACP equipment)
resolution is insufficient to completely discriminate against terrain and building scatter returns falling
into the direct-path taps.
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with en route CONUS conditions. Prior to or during its final descent, the airplane may perform one

or more rather steep banking maneuvers. Perhaps the most significant impact of these attitude changes
relates to the potentially large antenna gain that may be directed toward the effective multipath
“‘glistening region” during banking maneuvers. An example illustrating such an occurrence is given in
figure 7-40, where a delay-spectra time history for a 2-min flight segment in the vicinity of the NAFEC
FAA airport is illustrated. The airplane was at an altitude of approximately 580 m, which allowed
both the direct-path signal (the two high-level taps near the origin) and the multipath return to be
captured within a common tap bank. At 1424:30 the airplane began a banking maneuver (toward the
satellite); we note a perceptible increase in the multipath return, which is accompanied by a corres-
ponding decrease in the direct signal component. It is of interest to note that the direct signal decreases
not because of a decrease in antenna gain but because of an increase in the polarization mismatch
between the satellite polarizution vector and that of the aircraft antenna (becomes maximum for look
angles directly above Lhe airplane). Although the antenna and the mode in which it was used for this
probe (with its circular polarization sense reversed on the direct path) is not representative of an
operational system application, it does provide a vivid example of the banking effects upon a receiving
system signal-io—mu]tipath interference (S/1) ratio. Specifically we note that (1) prior to the banking
maneuver at 1424:1 4, the S/1 measure is on the order of 22 dB, (2) in the middle of the bank at 1424:42,
/1 drops to a low of 1.2 dB, and (3) at the end of the test segment S/I again exceeds 20 dB.

During the airplane’s final descent mode, the multipath signal is subjected to rapid changes in
its differential4 delay, a large differential4 Doppler shift, and significant changes in its delay-spectra
energy distribution. An illustration of the delay coordinate effects is given in figure 741, where 2
2-min delay-spectra time history segment is shown for the JFK airport approach phase. The airplane’s
descent rate is on the order of 0.3 km/min, and at the end of the interval the airplane is at an altitude
of approximately 0.7 km with 2 min and 20 sec remaining until touchdown. Runway 31R was used for
the landing; this provides an aircraft-to-satellite azimuth angle of approximately 90°. As for the bank-
ing maneuver case, both the antenna’s direct and multipath signal components are captured within a
common delay tap bank. The multipath is on the order of 20 to 30 dB below the level of the direct
signal strength and is barely visible above the noise floor of the receiver. We do note, however, that as
the aircraft altitude decreases the multipath process moves in toward the direct signal portion of the
bank (i.e., differential time delay decreases) and undergoes a change in its delay spectrum properties.
The delay spectrum characteristics are generally noted to become less spread (or, in other words, more
peaked) as the aircraft altitude decreases. This is in accord with expectation and, as previously noted
when the aircraft was located on the ground, the multipath components are dispersed to such a small
extent that for the most part they all arrive within 0.1 usec of each other.

4with respect to the direct signal’s time of arrival and Doppler frequency shift.
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Fourier analysis of a time interval taken at the end of the segment used for figure 7-41 reveals
that the specular-point return is shifted upward in frequency from the direct path return by 34 Hz.
This position-differential Doppler is induced upon the signal since the aircraft’s separation from the
specular point is decreasing whereas its distance to the satellite is increasing.

7.9 CONUS MULTIPATH TEST CONCLUSIONS

A summary of results and conclusions for the CONUS multipath channel characterization test
is given in section 2.2.
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APPENDIX A
EFFECTS OF RESOLUTION LIMITATIONS BECAUSE OF FINITE FILTER
BANDWIDTHS AND PROBER CHIP RATES

The signal structure used to characterize the surface scatter phenomena is influenced not only
by the multipath phenomena but also by the equipment filters (transmitter, satellite transceiver and
receiver), prober chip rate, and the refractive index perturbation of the earth. Under the linear system
representation of the total channel, the work of Cox (ref A-1) may be used to express the effects of
the prober signal and all system filters upon the received signal measurement:

§ Qp(n ey,

=00

=#,Rp(0,ﬂ),-‘RT_R(Q)| 2

where:

Qr(7) = delay spectrum including all effects

Rp(O,SZ) = frequency autocorrelation function associated with the propagation medium alone

RT_R(Q) the correlation function of the probe signal’s power spectrum including all system
filters.

Thus the equipment bandwidth effects upon the propagation medium measurements appear
as a multiplicative factor in the frequency autocorrelation function. Correspondingly, the desired
delay spectrum is contained within the output of the prober as the convolution of itself with the
spectral density of RT_R(Q).

One may therefore remove the effects of the finite equipment bandwidth by dividing the inverse
transform of Qr(r) by IRT_R(Q)I. This provides us with the channel’s |R(0,92)| function, which in
turn may be Fourier transformed to produce a delay spectra embodying only the effects of the
propagation medium.

An estimate of RT_R(.Q) was obtained through inverse Fourier transform analysis of the
delay-spectra signal captured in the receiver’s direct tap bank.! This signal traverses the direct line-of-
sight path from the aircraft to the satellite where it is relayed to the ground station receiver. It does
not include multipath influences; however, it does contain the effects of upper-troposphere and
ionosphere propagation perturbations, which should be cntirely negligible.

1Since the correlator taps are spaced one chip width apart, this estimate is considered to be relatively
imprecise, especially in the tails of the function’s distribution.
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A plot of the experimentally derived RT_R(SZ) function (5-MHz probe rate) is given in
figure A-1. It is noted that to close approximation this result for the frequency range illustrated is
nearly identical to that which would result from the prober code effects alone. Consistent with
expectation, we observe that Ry () does not fall appreciably below unity for frequencies less
than roughly 750 kHz. Typically“ at this value the total |R(0,8)| function is well below its maximum
value and is asymptotically approaching a relativity low level. Thus to good approximation the finite
bandwidth limitations of the probing system should have negligible effects upon the bulk of the
IR(0,9)| distribution (i.e., 3 dB and 1/e spread measures). On the other hand, for frequency separ-
ations greater than roughly 1 MHz, we expect the multipath channel |R(0,82)| distribution to be low
by at least 10%. This is thought to be substantiated by the model predictions yielding |R(0,82)|
functions that exhibit a propensity to be heavier tailed than their oceanic experimental counterparts.

Since Q(r) and R(0,§2) are Fourier transform pairs, the above discussion is easily adapted to
deduce the finite system bandwidth effects upon the delay-spectra measurements. Specifically, one
expects the multipath spectra to be less spread in delay than the total measurements imply. In that
R(0,2) is relatively unmodified over the bulk of its distribution, one does not expect Q(7) tobe
greatly perturbed by the system parameter bandwidth effects.

2For the oceanic results.
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APPENDIX B
EFFECT OF GAIN DIFF ERENTIAL BETWEEN QUADRATURE CHANNELS
OF MULTIPATH SACP RECEIVER

Although the gain differential appears to vary from test to test, it is typically on the order of | to 2 dB.
The effect of this on S(7,w) is illustrated by the following discussion.

Assume that the baseband input signal to the receiver is given by:

i(t) = edwt

which répresents a one-sided spectral distribution with total energy located at frequency -w. After
processing by the receiver, the output signal (neglecting filter attenuation, etc.) becomes:

= AIt) + BQ(t)

0(t) 4 = A cos wt - iB sin wt

li

A L(t) + (A-B) sin wt

where:
A = 1 component channel gain
B = Q component channel gain,

Thus the gain imbalance effect in essence translates a portion of the original energy located at
frequency -w to its mirror image location at +w. For a 20% voltage gain differential, the translated
portion is roughly 21 dB below the energy remaining at the proper frequency. Hence, to close approx-
imation the 1/Q channel gain imbalance should have only a small impact on S(7,w) parameter esti-
mation. A visual indication of this effect is given in figure B-1, where we have delineated the (barely
visible) component translated from the negative-frequency hump of the S(7,w) distribution.
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APPENDIX C
EQUIPMENT EFFECTS ON DELAY-DOPPLER SPECTRUM ESTIMATES

C.l, System Description

In the multipath prober, the signal consists of a j:l80° phase-
modulated sequence with the phases chosen to agree with the sequence
of binary states of a maximal length shift register output. Passage
of this signal through the aircraft RF and IF amplifiers, the satel-
lite repeater, the propagation media, and the ground station receiver
RF and IF amplifiers, results in a sequence of linear distortions
which may be regarded as being caused by two composite channels: an

equipment channel and a propagation channel. The purpose of this

Appendix is to discuss the effects of the composite equipment trans-
fer function on measurement of propagation channel characteristics,

and to predict the magnitude of equipment-induced distortion.

Figure C-1 defines the basic signal processing operations of the
probing system. A periodic probing signal with complex envelope z(t)
is filtered at the transmitter by IF and RF filters prior to trans-
mission. All the filtering operations in the transmitter are lumped
together as one filter, called the transmitter filter, which has im-
pulse response hT(t). The propagation medium is represented by the
complex time-variant impulse response h(t,r) and the additive noise
by the complex process n(t). All the linear operations in the satel-
lite and ground station receivers prior to the correlation operations
are lumped together into one receiver filter with impulse response
hR(t). The output of the filter is subjected to correlation process-
ing as illustrated in the figure. Complex notation is used to describe
the correlation operation as a multiplication of the receiver filter
output by the complex conjugate of a shifted probing signal, followed

by a complex lowpass filtering operation.



The impulse response of the propagation channel consists of two
distinct parts: a direct path and a continuum of delayed multipath
components grouped together and well separated from the direct path.
The PN-PSK,signal received on the direct channel is tracked in delay
and Doppler and is used to provide a delay and Doppler reference in

measuring the impulse response of the multipath channel.

The multipath measurement consists of the extraction of the in-
phase and quadrature samples of the impulse response. Due to the time-
variant nature of the cﬁannel, these samples are lowpass with bandwidth
equal to the Doppler spread of the channel (referenced to the direct
path Doppler shift). This set of lowpass functions is sampled and

multiplexed to prepare it for analog tape recording.

C.2. Formulation of Prober Output

The complex representation of the receiver filter output in the

absence of noise is given by the sequence of convolutions,
w(t) = z(t) ® hT(T) ® h(t,7) ® hR(T) , (C-1)

where ® denotes convolution and z is the transmitted signal. We
assume that the time constants of hT( ) and hR( ) are very much
smaller than the fading time constant. 1In this case one may lump

the transmitter and receiver filters together, i.e.,
w(t) = z(1) ® e(t) ® h(t,7) |, (C-2)

where e( ) is the impulse response of a hypothetical filter, called

the "equipment' filter,
e(r) = hT(T) ® hR(T) . (C-3)

which represents the combined filtering operations of the transmitter

and receiver.



The combination of the equipment filters and the probing signal
may be regarded as an equivalent probing signal

y(t) = e(t) ® z(t) , (C-4)
so that (in the absence of additive noise) the received signal

w(t) = f y(t-7)h(t,r)dr | (C-5)
and the complex lowpass filter input is given by the equivalent form

pt) =  z*(t-n)w(t) . _ (C-6)

The probing signal is assumed to be periodic with period T.

For 10~ and 5-MHz chip rates, the prober performs the lowpass
filtering operation shown in Figure C-1 as an integrate-and-dump over
T seconds and % seconds, respectively. Using. the second of these

choices as an example, it therefore follows that
T

" 2
h(t,n) = [ u(t')dt'

0
T
2 =«
=0 z¢@'-n)y(t' -r)h(t,r)drdt’. (€7
0 -
Writing
I
2
R(r) = [ z*(t) y(t+r)dt | (C-8)
0
we have
B(t,m) =0 R(p-t)h(t,r)dr; (C9)

=0
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i.e., the measured impulse response is related to the true impulse
response via a convolution with the cross-correlation function R(T).

This function is discussed at greater length in the next section.

In passing, it should be observed that when the impulse response

h(t,r) is a time-invariant impulse,
h(t,r) = a(r) | (C-10)

the measured quantity ﬁ(t,n) is then

ﬁ(t,n) =" R(n-7)a(r)ar

@

= R(n) . (C-11)

This should be the situation on two distinct occasions:

(1) Direct path signals are correlated by delayed
reference signals, with the result available in
the direct path taps.

(2) Multipath uplook calibration signals. When the
multipath antenna was directed upward to provide
H-V calibration, the quantity R(n) should have
been present in the indirect taps.

In each case it ig apparent that a sampled form of R(n) is
obtained.
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C.3. The Signal Correlation Function

Before the function R(r) can be specified in detail, it is
necessary to describe the physical operations performed by the
probing equipment. Our main interest centers on the demodulator
which contains the most restrictive filters and performs the corre-

lation function.

Figure C-2 illustrates the operations of interest in block diagram
form. The IF section contains a four-pole Butterworth-Thompson filter
centered on 70 MHz with 8-MHz 3-dB bandwidth. This is followed by
in-phase and quadrature demodulation and lowpass filtering for each
resultant signal. The lowpass signals are sampled at a 10-MHz rate
regardless of the chip rate selected, and the 4-bit samples are then
multiﬁlied by +1 as determined by an appropriately delayed PN sequence.
The result is integrated for a complete sequence period T, or a sub-
multiple of the period. The sampled version of z(t) used in the

correlation can be expressed as

o T T T T
) = ) z*(-To+n-70) 5( -—Lf-’-nTO) ! (C-12)

n=-o

for the 5-MHz chip rate (10-MHz sampling), and

= E To Ty
z(t) = Z 2|5 +nT, b(t-T-nTO)’ (C-13)

n=-=e

for the 10-MHz chip rate. In each instance, TO represents the selected
chip duration. Returning to the expression for R(r), it is therefore

apparent that

N

R5(1-) =" Z(c') y'+71)dt". (C-14)

o
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The accumulated result is filtered by a four-pole lowpass digital
filter with selectable bandwidth, and output samples are provided
at a rate equal to twice the nominal (1 dB) filter bandwidth by

downsampling the 10-MHz output sample sequence.

For the purposes of this analysis, the total equipment distor-
tion will be separated into two parts: that which can be attributed
to the IF filter, and effects due to the discrete correlation pro-
cessing. The original probing signal consisting of a periodic se-=
quence of N biphase-modulated rectangular pulses of duration T0

seconds therefore appears at the output of the IF filter as

8

e(g) z(t-¢)dE, (C-15)

y(t) =

1>

where e(¢) is the impulse response of the Butterworth-Thompson

filter (complex envelope).

Using Eqs. (15) and (8), we have
T
9 _ @
R(r) = Zz(") moe(e) z(t'+r -¢)dede’
0 -
T
2
e(¢) [ Z(t') z(t'+7 -g)dede'. (C-16)
0

I
1 <=

[}

Therefore, with the expression for z given by Eq. (12),

® =1 (T To\ (To. To. .
RS(T) =[ e() ng) Z*(T+n_2' Z(T+n—2-+7' - ¢ |deE. (C-17)

=co

This expression applies for chip rates of 5 MHz. Similarly, with a

10-MHz chip rate [from Eq. (13)1,

® N-1 TO TO
RlO(T) = { e(t) nz_: z-k(7+nT0 z(—2—+nT0+‘r -E)df;'- (C-18)

«©
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The inner summation is recognizable as being a form of autocorrela-
tion function for the PN sequence z(t) evaluated at (T -£). When

(r - &) is greater than T0 seconds, the autocorrelation function has

a very low value, while for values less than TO’ the result is closely
approximated by the autocorrelation properties of a single rectangular
pulse of duration T0 seconds. Note that the 5-MHz chip rates involve
integration over a half period % rather than the full PN sequence
period T, so that precise results cannot be obtained. With the

above approximations,

Rg(r) = e(§) uglr-¢g)de (C-19)
Rig(r) = {m e(€) ¥yo(r-£)dE (C-20)
where ws and wlo are shown in Figure C=3; i.es,
v o T T T
z =T z >4 T 7g
To
105(7') = (2N Tl < 7y (C-21)
0 otherwise
T
N Ir] < j?
wlo(T) = (C-22)
0 otherwise.

Note that the IF filter has a fixed structure, so that with lower
chip rates, the 8-MHz 3-dB bandwidth far exceeds the bandwidth re-
quired to pass the signal without distortion. For the 5-MHz chip rate

rate, w5 should therefore be a good approximation to RS'

C9
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C.4. Delay Power Spectrum Properties

The results obtained in the previous section will now be em-

ployed to compute intertap correlation effects.

The estimated impulse response in the absence of noise is
@

h(t,n) =" R(n-7)h(t,r)dr (C-23)

and is available for discrete values of 7.

If we assume that the true channel is wide sense stationmary
uncorrelated scattering with zero mean, the intertap correlation

can be established from

E[ﬁ(t’nl)ﬁ*(tarlz)] = .J“.J’l R(nl -Tl)R*(nz = Tz)E[h(t,Tl)h*(t’Tz)]dTl de

I

I R(ny = TIR*(ny =7)Q(r) dr (C-24)

with the assumption that

E[h(t,r)h*(t,7,)] = Q(r o (ry - 7,), (C-25)

Q(r) is the delay power spectrum for the channel.

In the channel probing equipment, the correlation operations
can be selected to occur at full or half chip increments of time;
i.e., T0 or T0/2. For the ocean tests of interest, the tap spacing

was set equal to the chip duration To.

The correlation between taps n and m can, therefore, be expressed

as:

C-11



Rom = E[h(t,n TO) h*(t,m To)]

8

Q(r)R(nTy=7)R¥(mTy-71)dr. (C-26)

1]
1t -

o

At this point it is instructive to compute the correlation for a
function Q(r) that is somewhat smoother than the function R. Since
R(r) falls off rapidly for r exceeding +0.75 TO’ the delay power spec~-
trum Q(T) only needs to be flat over three taps for the ensuing
simplification to be valid, i.e.,

R = Q) j_‘m R(T ~nTy) R¥(r -mTy) dr , (C-27)

with To representing a nominal value of 7 between nT0 and mTy. For
example, without the IF filter present, i.e.,

e(r) = 6(1) , (C-28)

we have R(t) =u¢(r). Computation of an above, with s yields

o
nm _ 2
n N2 0, N’r
2 0
1 , .
= -g for ln-ml =1 , (C‘29)

with R =0 for larger |n-m!l.
nm
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Ce5. Doppler Spectrum Properties

We now examine the influence of the correlator output lowpass
filters on the measured spectra. The digital filters have adjustable
bandwidth for each choice of chip rate. Here we examine only the con-
figurations utilized in the oceanic and CONUS tests. In particular,
we analyze the spectral properties of digital filters for 305-Hz
bandwidth in the normal and multiplexed modes (610 samples/second).

The chip rates of interest are 5 MHz and 10 MHz.

Table C-1 indicates the filter input sample format and other
filter parameters, while Table C-2 lists the filter coefficients for
filters B and C. Each filter consists of a two-stage four-pole
Butterworth resulting in a 1-dB bandwidth of 305 Hz when used with
an input sample rate of 5 kHz and 10 kHz, respectively. Note that
the 5-MHz chip rate multiplexed mode results in alternate samples
that are set to zero. It can be shown that the net effect is that
of an input sequence of samples spaced by 204.6 us rather than 409.2 ys,
i.e., by representing the zero stuffed sequence as the sum of two
sequences at the high rate, one of which has alternating positive
and negative samples. An output signal reduction of 6 dB will occur

but this is of little consequence in the data reduction.

TABLE C-1. SACP LOW-PASS FILTERING

Filter
Chip sample clock Filter
rate, spacing, rate, bandwidth, | Countdown | Filter
MHz Mode Lsec kHz Hz ratio type
10 Normal 102.3 10 305 16 Cc
10 Mux 204.62 5 305 8 B
5 Normal 102.3 10 305 16 c
5 Mux 204.6° 5 305 8 B

3The multiplexer mode was used in the oceanic multipath tests for both linear
and circular polarization experiments.
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TABLE C-2. DIGITAL FILTER COEFFICIENTS

1st stage 2nd stage
Countdown
Filter K1 K2 K1 K2 ratio
115 108 103 84
¢ 64 T128 64 “128 ig
B 98 _Nn 82 _ 54 8
64 128 64 128

The digital filters are implemented in two stages, each according

to the algorithm

x, = len-l + szn_2 + u (C-30)
1 1 1
= = = = -3
Yn " %% t 2%n-1 + 4 *n-2, €30
where {x is the sequence {x_| delayed k clock periods, y_ is the
n-k’ N n

output sample, and K1 and K2 are filter coefficients.

The discrete transfer function can therefore be written as

F(z) = L(—lu(z)
-1 -2
1/ 1 - 22 + =z
B P p ] (C-32)
12 9%

The response to a sampled sinusoid can be expressed as

Hl(f) = F(z)

~j2mfA -janfA
1 + 2e + e (C-33)

e—JanfA - K e-jlmf.i

l-Kl 9
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It can then be shown that

4
cos wEA (C'34)

: ]

- > - N
(1+K1+K2) + 2K1 (K2 1) cos 2w LA 2%, cos 4ofA

where A is the clock period for the filter (102.3 or 204.6 us). The
complete filter is made up of two stages with different values for

K1 and K2' Thus, the composite filter can be represented by

H(E) = Hy (£) Hy(£). (C-35)

The filtering algorithm produces samples of the process of
interest, each sample spaced by A seconds. To reduce the burden in
data recording, these sequences are downsampled by a factor of 16 or
8, depending on the mode of operation. If the analog waveform s(t)
represented by the original filter samples has a spectrum S(f), then

the downsampled sequence will have a spectrum

-]

J(F) = Y, S(E+nW) (C36)
n=-cw .
with
W = output sample rate

610 Hz,

Of course, S(f) consists of signal and noise after passage through
the lowpass digital filter. Let N(f) be the spectrum of the noise,
G(f) be the spectrum of the desired signal, and H(f) be the filter

transfer function. Then we have

S(f) = H(f)[G(£) +N(£)] (C37)
and
S(£) = ), H(E+nW)[G(E+nW) + N(£+nW)] . " (C38)
n=-=cw
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